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responsible for the plant’s design and construction, filed for bankruptcy and the 
utilities companies decided to accept the losses rather than pass on the costs to 
consumers.

We all remember that our parents always told us to “think before you do 
something.” Apparently, the people who sanctioned, planned, and executed this 
nuclear project failed to think about all the possible implications before mak-
ing their decisions. Perhaps this was an isolated incident, or perhaps it was an 
emerging trend, never before seen? Here is another example:

In 2004–2005, Governor Arnold Schwarzenegger of California was involved in a 
complex decision-making process. He was not considering a role for his next ac-
tion movie after he left office, nor was he selecting a new energy weapon to blast 
villains in a sci-fi movie. This was something more serious: the governor involved 
himself in the design process for a new bridge in San Francisco (Cabanatuan 2005).

This was not just any bridge. The $6.3 billion project (figure 1-1) was to replace 
the existing Bay Bridge. The original plans called for the section of the bridge east 
of Yerba Buena Island to include a 
huge suspension span. Although the 
construction of the foundations for 
the suspension span had started a few 
years earlier, the governor’s office in-
sisted that a simple viaduct would be cheaper and faster to build. Transportation 
officials did not agree, believing that a design change from a suspension span to 
a viaduct would slow construction.

Early in 2005 the governor’s side appeared to have prevailed: work on the foun-
dation was halted, and the contract was terminated. A few months later, however, 

Wrong decisions are a burden that we 
impose on each other.

Figure 1-1. San Francisco Bay Bridge Construction (Photo by Oleg Alexandrov)
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a few instances, especially those involving uncertainties and multiple objectives, 
human crew members were able to find a solution when Vulcan logic proved fal-
lible. In the “Fallen Hero” episode of Enterprise, the Vulcan ambassador V’Lar 
noted that the human commander Archer’s choice was not a logical course of 
action when he decided to fly away from an enemy ship. Archer replied that 
humans don’t necessarily take the logical course of action. Ultimately, in this 
episode, Archer’s choice proved to be the best one.

The balance between intuitive and analytical thinking for a particular prob
lem is not clear until the decision-making process is fully examined. Signifi-
cant intellectual achievements usually combine both automatic and controlled 
thinking. For example, business executives often believe that their decisions were 
intuitive; but when they are questioned, it can be demonstrated that they did in 
fact perform some analysis (Hastie and Dawes 2009).

When people think consciously, they are able to focus on only a few things 
at once (Dijksterhuis et al. 2006). The more factors involved in the analysis, the 
more difficult it is to make a logical choice. In such cases, decision-makers may 
switch to intuitive thinking in an attempt to overcome the complexity. How-
ever, they always have the option to use different analytical tools, including de-
cision analysis software, to come up with better decisions.

So, coming back to our original question—do we blink or think?—it is 
important not to dismiss the value of intuitive thinking in project management. 
Ever since there have been projects to manage, managers have been making 

Figure 2-1. Spock from Star Trek had the ability to think rationally  
(Credit: NBC Television, 1967)
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intuitive decisions, and they will continue to do so. Intuition can work well for 
most short-term decisions of limited scope.

Because project managers rarely have enough time and resources to per-
form a proper analysis, and since decision analysis expertise is not always 
available, project managers are always tempted to make intuitive decisions. 
Even if you have experience with and knowledge of a particular area, some 
natural limitations to your thinking mechanisms can lead to potentially harm-
ful choices. In complex situations, intuition may not be sufficient for the prob
lems you face. This is especially true for strategic decisions that can significantly 
affect the project. In addition, intuitive decisions are difficult to evaluate: when 
you review a project, it is difficult to understand why a particular intuitive de-
cision was made.

Cognitive and Motivational Biases
Let’s imagine that you are a campaign manager for a U.S. senator. You organized 
a few very successful meetings with voters in local day care centers, distributed 
one million “My Opponent Is a Degenerate” flyers, and released $3 million worth 
of negative ads exposing your oppo-
nent’s scandalous behavior when he 
was five years old. After all your hard 
work, you estimate that your senator 
has the support of at least 55% of the 
decided voters. Unfortunately, your estimate happens to be wrong: in reality 
you have only 40% support. So, what is the cause of this discrepancy (figure 2-2)? 
This is not only a mistake in your estimate of the poll numbers; there is also the 
question of whether you ran your campaign (project) correctly.

Why did you make this mistake? There might be a number of explanations:

•	 You were overconfident, and your expectations were greater than what 
was actually possible.

•	 You did not accurately analyze your own data.

Bias is a discrepancy between some-
one’s judgment and reality.

30% 35% 40% 45% 50% 55% 60% 70%

Your judgment

Reality

What caused this error in judgment?

Figure 2-2. Bias in Estimation of Poll’s Results
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For example, let’s assume that you are working for a national intelligence 
agency and are involved in a project to capture some terrorists. Occasionally 
they issue a new tape that could provide some information about their where-
abouts. Your task is to analyze the tape to discover the location of his hideout. 
We can assess your task by applying the lens model.

The lens model is divided in two: the left side represents the “real world”; 
the right side represents events as you see them in your mind (figure 2-3). You 
try to see a true state of the world (the terrorist’s location) through the lens of 
cues or items of information. On the right side of the diagram, information is 
conveyed to you by cues in the form of estimates, predictions, or judgment of 
the value of the input parameter. If, for example, you have an audiotape sup-
posedly from the terrorists, you could try to listen for some external sounds spe-
cific to a geographical location, certain features of the speaker’s voice, the 
content of the speech, or anything else that might give an indication regarding 
the location. A videotape might give you more information or cues. However, 
the way that you interpret these cues is predicated on the lens through which 
you view them.

For example, if a video came in showing a group of “Islamic-appearing” men 
drinking tea, the intelligence officer might immediately infer that they are meet-
ing to discuss political matters, perhaps planning a future attack somewhere in 
the Pakistan–Afghanistan border area, and will start to look for clues to con-
firm this perception. The reality may be that they are merely discussing family 
matters in an entirely different location.

This “lens of cues” is a certain mind-set that predisposes you to see infor-
mation in a certain way. These mind-sets are unavoidable: it is impossible to re-
move our own expectations from our prior judgments. Moreover, these 
mind-sets are easily formed but extremely hard to change. You can come to an 
assumption based on very little information (such as your certainty of a terror-
ist network in Pakistan) but, once formed, it is hard to change the perception 

Input Judgment

Lens of Cues

External World Psychological Processes

Figure 2-3. Lens Model of Judgment
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(Here is a suggestion: if you want your project idea to be accepted, use many 
colorful images and details in your presentation! When the time comes for man-
agement to decide which projects should go forward, they will have an easier 
time remembering your presentation.)

So, how do you mitigate the negative impact of any availability heuristics? 
One suggestion is to collect as many samples as you can of reliable information 
and include it with the analysis. For example, if you estimate a probability of a 
risk of “delay with receiving components,” ask your procurement department 
for records related to all components. Are they delayed or not?

REPRESENTATIVENESS HEURISTIC
Take a look at figure 2-4. What brand is this car and where is it produced? Is it 
a Mazda, Toyota, or Kia? In fact, it is a Malaysian-designed Proton, assembled 
in Bangladesh. You probably don’t associate very nice-looking and well-built 
cars with Malaysian or Bangladesh design and production.

Here is another example: let’s assume that you want to estimate the chance 
of success for a project with the following description:

The project is managed by a project manager with ten years of industry experi-
ence. He has PMP designation and actively uses processes defined in the PMBOK 
Guide in his management practices.

Based on this description, you categorize this as a well-managed project. 
You will judge the probability of success of the project based on the category 
this project represents (Tversky and Kahneman 1982). In many cases this rep-
resentativeness heuristic will help you to come up with a correct judgment. 

Figure 2-4. What brand is this car, and where was it produced? (Photo by Areo7)



	 “gut feel” vs. decision analysis	 27

Figure 2-5. CN Tower (Photo by Wladyslaw)

Training for Project Decision-Making Skills
The CN Tower in Toronto (figure 2-5) was the world’s tallest building at 1,815 
feet (553 meters) until 2007. A glass-floored outdoor observation deck is located 
at a height of 1,122 feet (342 meters). There, you can walk on a glass floor and 
see what is directly below your feet—the ground, more than a thousand feet 
below (figure 2-6). At first, you would probably be afraid to step out onto the 
floor. But as you realize that the glass is extraordinarily strong (you might 
bounce a little to see how rigid it is), you walk a few steps away from the edge. 
Finally, as you overcome your anxiety, you start walking more or less freely. 
Still, you can see that more people stay on the edge of the glass than actually 
walk out on it.

All of us have inherited a fear of heights. We are afraid to fall, and this is a 
natural fear. This property of our mental machinery saves as from a lot of trou
ble. At Toronto’s CN Tower, you have started to teach yourself to overcome this 
particular bias as your instinctive fear of heights is gradually replaced with the 
logic that there is no danger in this particular case.

This example illustrates a very important point. Decision-making is a skill 
that can be improved with experience and training (Hastie and Dawes 2009). 
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Remember the Vulcans from the Star Trek series we discussed earlier? They are 
used to juxtapose their extreme rationality with how human emotions cause the 
other main characters to act irrationally. But according to Star Trek lore, this 
was not always the case. In the past, Vulcans were much more like Star Trek’s 
human characters, though in response to severe internal conflicts they taught 
themselves to be more rational and less emotional. Could you follow the Vul-
cans’ footsteps?

Project managers can teach themselves to make better choices by overcom-
ing common mental traps. Many biases are hard to overcome, and it requires 
concerted effort and some experience to do so. As a first step, you need to learn 
that these biases exist.

Figure 2-6. View from CN Tower glass floor (Photo by Franklin.vp)

•	 The fundamental reason for failed projects is poor judgment expressed by all 
project stakeholders.

•	 Intuitive thinking is an important mechanism that helps us solve many prob
lems. However, such thinking may lead to poor judgments when dealing with 
complex problems.

•	 Decision-makers make predictable mental mistakes called biases. Understand-
ing different cognitive and motivational biases helps to reduce their negative 
effect.
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that organizations must have the same set of rules and preferences for making 
decisions in all similar types of projects.

Suppose, for example, an oil company has numerous offices around the 
world evaluating exploration prospects. The company does not have enough re-
sources to drill everywhere at the same time, so it must make choices. The 
evaluations on potential drilling prospects are forwarded from the various out-
lying offices to the corporate planning headquarters, where decisions about re-
source allocation are made. One of the main difficulties that the corporate 
planners face is that this information is submitted by different groups looking 
to develop their prospects in different locations, which are often in different 
countries. The planners don’t want to compare apples with oranges, as the say-
ing goes, so the company tries to ensure that the methods used to generate the 
data regarding prospects are consistent across the organization. Otherwise it 
would be impossible to make a comparison of potential oil reserves and then 
make decisions on which prospects to develop (Rose 2001).

COMPREHENSIVENESS
Decision analysis processes should include a comprehensive assessment and 
analysis of the business situation. Missing or incomplete information can lead 
to incorrect decisions.

Let’s say that your manager approaches you and shows you a project sched-
ule. He says, “We performed a comprehensive analysis on all of our possible al-
ternatives and have decided to go ahead with this particular one.”

After a brief look at the schedule, you say, “Looks like it’s a very tight sched-
ule. Did you account for any risk events? Where is the contingency time?”

Consistency

Continuity

Comprehensiveness

Figure 3-1. “3C” Principle of Project Decision Analysis
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Step 1.1. Identifying Potential Problems and Opportunities ​ In some cases it is 
difficult to identify problems and opportunities, especially when they are related 
to a strategic decision. For example, what causes different projects within the 
organization to be consistently late?

In our Pooh example, the problem was clear: Pooh was stuck and was not happy 
about it (neither was Rabbit). Both of them need Pooh to be removed from Rab-
bit’s house as soon as possible.

Step 1.2. Assessing the Business Situation ​ Before making a decision, it is 
important to assess the business environment and define the constraints related to 
the problem. Business environments can influence resource availability as well as 
costs. The assessment may also include an analysis of markets, competition, prices, 
or anything else that can be related to the problem or opportunity. During this step, 
it is important to list all external factors that may have an impact on the problem.

Who or what could be used to get Pooh out of his predicament? Of course, it could 
be Christopher Robin and Pooh’s other friends. Wise Owl also had some project 
management experience. In addition, Gopher had the expertise and tools to pro-
vide some engineering work.

Figure 3-2. Using Decision Analysis to Resolve Complex Problems
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Step 1.3. Determining Project Objectives, Trade-Offs, and Success Criteria ​ Proj
ects usually have multiple objectives and therefore multiple criteria for decision-
making, which can make the analysis very complex. Decision-making criteria 
include project duration, cost, scope, quality, and safety, among other parameters. 
Project managers should find the right balance between these objectives and 
make trade-offs when necessary.

In Pooh’s situation the success criteria were:

•	 Remove Pooh from the doorway as soon as possible
•	 Do not harm Pooh during this process (safety concern)
•	 Do not damage Rabbit’s dwelling

Step 1.4. Identifying Uncertainties ​ Understanding uncertainties is the key to 
the decision analysis process. In the decision-framing step, risks and uncertain-
ties should be identified. Uncertainties can be found in a project’s cost, scope, 
duration, quality, safety, or environment.

In this project—removing Pooh—we primarily have uncertainties in time, as well 
as uncertainties in cost.

Identi�cation of Problems or Opportunities
Assessing Business Situation
Determining Success Criteria
Identifying Uncertainties
Generation Alternatives

Decision
Framing

Creating Models for Project Alternatives
Quantifying Uncertainties

Modeling
the Situation

Quantitative
Analysis

Determining What Is Most Important
Quantifying Risks Associated With Project
Determining the Value of New Information
Deciding on a Course of Actions

Implementing the Best Alternative
Monitoring the Project Implementation
Review of the Decision Experience

Implementation
Monitoring

Review

Risk Management Planning
Risk Identi�cation

Risk Monitoring and Control

Qualitative Risk Analysis
Quantitative Analysis
Risk-Response Planning

Steps of Decision Analysis Process Project Risk Management
Processes (PMBOK Guide) 

Figure 3-3. Decision Analysis Process
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common. Most managers believe that 
decision analysis is suitable only for 
large projects. In their opinion, intui-
tive decision-making is sufficient for 

small projects. But what differentiates a small project from a large one? Is drill-
ing one well that costs $2 million a small project for a large oil company? 
Maybe. But a $2 million software project is definitely a large project. So, it is all 
relative to the particular industry or organization.

We agree that small projects probably do not require as complex an analy
sis as large ones. Yet we strongly advise against relying purely on intuitive 
decision-making for a project of any size.

Tracking project performance helps you to forecast what could happen to 
the project, even if some activities are only partially completed. Before the proj
ect started, you had only one source of input information for the decision 
analysis process: historical data, which either is objectively defined based on cer-
tain records or is the result of expert judgment based on past experience. Now 
the project manager can also use actual project performance to make decisions. 
This process for continually improving decisions by learning from the outcomes 
of earlier ones is one reason that adaptive management is so powerful.

Pooh’s friends continually checked Pooh’s slowly shrinking girth, trying to esti-
mate when he would be slim enough to pop out. Eventually, when their measure
ments indicated that the time was ripe, they managed to extract Pooh without 
damage to either Rabbit’s home or Pooh himself.

Step 4.2. Review of the Decision Experience ​ You need to know whether your 
analysis and decisions were correct. Otherwise, you will make the same mistakes 
all over again.

Apparently, in this situation, the decision was correct. Some small things could 
have been done better, however. For example, the sign “Do Not Feed Bear” could 
have been installed at the beginning of the project rather than after Gopher’s offer 
of food to Pooh.

Big and Small Decisions
When we ask project managers why a decision analysis process has not been 
implemented in their organizations, they usually give some form of the follow-
ing replies:

•	 We don’t know what the decision analysis process means
•	 We already have processes, such as project management, and we don’t 

need to introduce yet one more
•	 Decision analysis processes are not suitable for our organization or our 

types of projects
•	 Our projects are small, so we make decisions based on our experience 

and intuition
•	 We are planning to implement the process in the future, but we are too 

busy right now
•	 Decision analysis processes require significant resources, including 

training that we don’t want to invest in at the moment

Interestingly, most project managers use a number of answers from this list 
instead of just one. However, the third answer (“Decision analysis processes are 
not suitable for our organization or our types of projects”) happens to be most 

Rule number one in project decision 
analysis: the process must be simple.

Table 3-1. Decision Analysis Process for Various Types of Projects

Type of 
Decision

Suitable Decision  
Analysis Process Some Comments

Small tactical 
decisions during 
the course of 
projects

Try to process information 
logically by answering a few 
simple questions:
•  What is the problem?
•  What do we want to achieve?
•  What are the uncertainties?
•  What are the alternatives?
• � What will happen if each 

alternative is implemented?

You may use any  
components of the 
process described in this 
chapter that you find  
both easy to implement 
and useful. For example, 
you may start with 
decision-framing with 
some simple analysis.

Important 
decisions 
concerning small 
projects or 
tactical decisions 
in large projects

You may use some components  
of the process described in this 
chapter, if you find them easy  
to implement and useful.  
For example, you may start  
with decision-framing with 
some simple analysis.

This is the first step 
toward a formalized 
decision analysis process 
in the organization.

Strategic project 
decisions

Apply the decision analysis 
process described in this chapter 
for a comprehensive evaluation of 
alternatives.

If the complete project 
depends on this decision, 
a full decision analysis 
process will be useful.

Strategic 
enterprise-wide 
decisions

Use a consistent, continued, and 
comprehensive decision analysis 
process for all project decisions 
within a portfolio.

Enterprise-wide decisions 
should be made based on 
a comprehensive analysis 
of alternatives, with 
continued monitoring of 
results.
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puts a premium on some parameters and downplays others. The problem is that 
different objectives often conflict. For example, maximizing shareholder value in 
the short term may conflict with a long-term research and innovation agenda.

How much risk should an organization take? How to protect against it? How 
to balance risk-taking with other organizational goals? Consider the example 
of Pfizer, one of the world’s largest pharmaceutical companies.

Figure 4-1 shows the actual Pfizer project and product pipeline as of January 
2018 and tells how many drugs are at various phases of the trial and registra-
tion process (Pfizer 2018). The development process for new drugs is rife with 
risks and uncertainties. Only a small 
percentage of medications that are 
pursued by researchers actually reach 
consumers. They all must undergo 
numerous tests, clinical trials, and fi
nally a complex Food and Drug Ad-
ministration (FDA) approval process. The FDA is under intensive public scrutiny 
and therefore is very risk-averse. Normally, if there is any indication of signifi-
cant side effects, new medications do not pass the FDA approval process, an out-
come that can dramatically affect the pharmaceutical company’s bottom line.

In the Pfizer example, different companies were willing to take on varying 
levels of risk depending upon their decision policy. For the most part, the deci-
sion policy regarding tolerable risk levels is motivated by a desire to create wealth; 
however, a business may want to achieve other objectives.

The drug-approval process, of course, does not apply to the production of 
other goods, such as axes or shovels. Risks and uncertainties are present in every 
business, but some involve much more risk than others. Designing and manu-
facturing garden tools has some risks, yet they are relatively much smaller—there 
is no Axe and Shovel Administration to approve your tool. To guide a medicine 
from a research proposal through the final approval requires a pharmaceutical 
company to invest significant time and money. Alternatively, if few potential 
drugs are in the pipeline, a pharmaceutical company like Pfizer can purchase a 
business with promising projects by paying a very hefty price.

A decision policy is a set of principles 
or preferences used for selecting 
alternatives.

Discoveries

Phase 1
30

Phase 2
18

Phase 3
29

Registration
18

10 programs are
advanced or new

14 projects discontinued

Figure 4-1. Pfizer Project Pipeline as of January 30, 2018
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alternatives, risks, and uncertainties, so their decision trees can become quite 
large. We will cover quantitative analysis using decision trees in chapter 15.

The St. Petersburg Paradox
Almost 300 years ago, the Swiss scholar Nicolas Bernoulli came up with an in
teresting paradox. He proposed a game, which looked something like this:

1.	 You toss a coin and if tails come up, you are paid $2.

2.	 You toss the coin a second time. If you get tails again, you are paid $4; 
otherwise, you get nothing and the game is over.

3.	 If you get tails a third time, you are paid $8; otherwise, you get nothing 
and the game is over.

4.	 The fourth time you may get $16; the fifth time, $32; and so on.

In theory, you can continue indefinitely and might win a lot of money. In 
fact, according to the expected-value approach, you can win an infinite amount 
of money, as shown in table 4-1.

Develop own

$500M
Buy Company

FDA Approval

No FDA Approval

20%

80%

–$200M

$800M

Strategy
Decision

Figure 4-2. Decision Tree

Table 4-1. Bernoulli’s Coin-Tossing Game

Toss Payoff Probability
Expected 

Value

Total Expected Value of the 
Game: sum of the Expected 

Values after each turn

1 $2 50% $1 $1

2 $4 25% $1 $2

3 $8 12.5% $1 $3

4 $16 6.25% $1 $4

Infinite amount of money
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Would you play this game? In reality, most people are not willing to risk a 
lot of money when they play any game. If they win for a while and the payoff 
gets larger, it becomes less likely that they are willing to stay in the game. The 
paradox lies in the question of why people don’t want to try to win an infinite 
amount of money if it costs them nothing to try. The only thing they risk is end-
ing up back where they were before they started the game.

This kind of game probably sounds familiar, for it is the basis for the popu
lar TV show Who Wants to Be a Millionaire? You can argue that the game is 
not the same because the answers are not random. But unless you are a genius 
or an extremely lucky guesser, as the payoff grows and the questions grow more 
difficult, you will probably need a wild guess to win. Sometimes people want to 
take a chance and give a random answer, but often they don’t, so they take the 
money instead of continuing to play the game. People like to watch this game 
not only because of its interesting questions but also because of the way it high-
lights this particular aspect of human psychology.

In 1738 Nicolas’s cousin Daniel Bernoulli proposed a solution to this prob
lem in his book Commentaries of the Imperial Academy of Science of Saint Pe-
tersburg. This game was named the “St. Petersburg Paradox.” Bernoulli suggested 
that we need to take into account the value—or utility—of money, to estimate 
how useful this money will be to a particular person. Utility reflects the prefer-
ences of decision-makers toward various factors, including profit, loss, and risk.

Utility is a highly subjective measure. What is the relationship between util-
ity and objective measures, such as wealth or time? Bernouilli’s idea was that 
“twice as much money does not need to be twice as good.” The usefulness, or 
utility, of money can be represented on a graph as a curved line (figure 4-3). As 
you can see, the value of additional money declines as wealth increases. If you 
earn $1 million per year, an extra $10,000 will not be as valuable as it would be 
to somebody who earns $100,000 per year.

We need to be able to measure utility. The scale of the utility axis can be mea
sured by arbitrary units called utils. It is possible to come up with a mathematical 

Objective Measure
(Money)

U
til

ity
Figure 4-3. Utility Function
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equation that defines this chart. The chart of the mathematical equation is called 
the utility function. The function represents a person’s or organization’s risk 
preferences, or their risk policy. Risk policy is the component of decision policy 
that reflects an attitude toward risk.

Risk-Taker versus Risk-Avoider
We have discussed how some companies and individuals can be risk-avoiders 
or risk-takers, depending on their risk policy, which is part of their general de-
cision policy. We can now explain it using the utility function (figure 4-4).

1.	 A risk-avoider will have a concave utility function. Individuals or 
businesses purchasing insurance exhibit risk-avoidance behavior. The 
expected value of the project can be greater than the risk-avoider is 
willing to pay.

2.	 A risk-taker, such as a gambler, pays a premium to obtain risk. His or 
her utility function is convex.

3.	 A risk-neutral decision-maker has a linear utility function. His or her 
behavior can be defined by the expected value approach.

Most individuals and organizations are risk-avoiders when a certain amount 
of money is on the line and are risk-neutral or risk-takers for other amounts of 
money. This explains why the same individual will purchase both an insurance 
policy and a lottery ticket.

An example of an ultimate risk-taker is the fictional James Bond. When the 
world is about to be taken over by a villain, who are we most likely to see jump-
ing into a shark-infested pond with only swim trunks and a pocketknife to save 
the day? Bond, James Bond, that’s who. According to Bond’s risk policy, the more 
dangerous the situation, the more likely he is to take the risk.

Objective Measure
U

ti
lit

y

Risk-Avoider

Risk-Taker

Risk-Neutral Decision-Maker

Figure 4-4. Using the Utility Function to Depict Risk Behavior
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Expected Utility
Utility function can be used in conjunction with quantitative analysis to reflect 
a risk policy when selecting particular alternatives. Let’s try to apply the utility 
function to the analysis of the strategic decision-making by the pharmaceuti
cal company we discussed above (see the decision tree shown in figure 4-2).

The risk policy of the pharmaceutical company is represented by the utility 
function in figure 4-5. Using this chart, we can get a utility associated with each 
outcome. Arrows on the chart show how to get utility for the “buy company” 
outcome. The utility of the “buy” outcome of $500M ($500 million) equals 4.5. 
However, in most cases it is better to use a mathematical formula for the utility 
function rather than the chart.

Table 4-2 shows the results of each outcome.
Expected utility is similar to expected value, except instead of using the 

outcomes, it uses utilities associated with these outcomes. Expected utility is 
calculated by multiplying the utility associated with each possible outcome 
by the probability of occurrence and then adding the results. In our case the 
expected utility of the “develop own drug” alternative equals 0.50 (no ap-
proval outcome) + 3.68 (FDA approval outcome) = 4.18. The utility for the 
“buy company” alternative is 4.5. So, based on utility theory, we should buy the 
company.

In this example we see an interesting phenomenon: using the expected value 
approach, the company should select the “develop own drug” alternative. Us-
ing the expected utility approach, the company should select the “buy company” 
alternative. Why? This company is risk-averse, and the expected utility approach 
incorporated the company’s risk profile. The company does not want to accept 
the risk associated with the potential loss that could occur if it attempted to de-
velop its own drug.

Expected Utility Theory
Euclid, the Greek philosopher and mathematician, developed the postulates for 
plane geometry. They include all the necessary assumptions that apply in plane 
geometry, from which the entire theory was derived. John von Neumann and 
Oskar Morgenstern attempted to do a similar thing in decision science.

Axioms of the expected utility theory 
are conditions of desirable choices, not 
descriptions of actual behavior.

Table 4-2. Calculation of Expected Utility

Outcome Name Outcome Utility Probability

Develop own drug (no FDA approval) −$200 2.5 20%

Develop own drug (FDA approval) $800 4.6 80%

Buy company $500 4.5
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Expected Utility
Utility function can be used in conjunction with quantitative analysis to reflect 
a risk policy when selecting particular alternatives. Let’s try to apply the utility 
function to the analysis of the strategic decision-making by the pharmaceuti
cal company we discussed above (see the decision tree shown in figure 4-2).

The risk policy of the pharmaceutical company is represented by the utility 
function in figure 4-5. Using this chart, we can get a utility associated with each 
outcome. Arrows on the chart show how to get utility for the “buy company” 
outcome. The utility of the “buy” outcome of $500M ($500 million) equals 4.5. 
However, in most cases it is better to use a mathematical formula for the utility 
function rather than the chart.

Table 4-2 shows the results of each outcome.
Expected utility is similar to expected value, except instead of using the 

outcomes, it uses utilities associated with these outcomes. Expected utility is 
calculated by multiplying the utility associated with each possible outcome 
by the probability of occurrence and then adding the results. In our case the 
expected utility of the “develop own drug” alternative equals 0.50 (no ap-
proval outcome) + 3.68 (FDA approval outcome) = 4.18. The utility for the 
“buy company” alternative is 4.5. So, based on utility theory, we should buy the 
company.

In this example we see an interesting phenomenon: using the expected value 
approach, the company should select the “develop own drug” alternative. Us-
ing the expected utility approach, the company should select the “buy company” 
alternative. Why? This company is risk-averse, and the expected utility approach 
incorporated the company’s risk profile. The company does not want to accept 
the risk associated with the potential loss that could occur if it attempted to de-
velop its own drug.

Expected Utility Theory
Euclid, the Greek philosopher and mathematician, developed the postulates for 
plane geometry. They include all the necessary assumptions that apply in plane 
geometry, from which the entire theory was derived. John von Neumann and 
Oskar Morgenstern attempted to do a similar thing in decision science.

Axioms of the expected utility theory 
are conditions of desirable choices, not 
descriptions of actual behavior.

In their book Theory of Games and Economic Behavior, von Neumann and 
Morgenstern proposed the expected utility theory, which describes how people 
should behave when they make rational choices. They provided a set of assump-

tions, or axioms, which would be the 
rules of rational decision-making. To 
a certain extent, they were trying to 
build a logical foundation beneath 
decision analysis theory. Their book 

is full of mathematical equations. To avoid mathematical discussions, we will 
cover just a few of their basic ideas:

1.	 Decision-makers should be able to compare any two alternatives based 
on their outcomes.

2.	 Rational decision-makers should select alternatives that lead to maxi-
mized value in at least one aspect. For example, project A and project 
B have the same cost and duration, but the success rate of A is greater 
than the success rate of B. Therefore, project A should be selected.

3.	 If you prefer a 10-week project as opposed to a 5-week project, and a 
5-week project to a 3-week project, you therefore should prefer a 
10-week project to 3-week project.

4.	 Alternatives that have the same outcomes will cancel each other out. 
Choices must be based on outcomes that are different. If project A and 
project B have the same cost and duration but different success rates, 
the selection between the two projects should be based on the success 
rate—the only differing factor.

5.	 Decision-makers should always prefer a gamble between the best and 
worst outcomes to ensure an intermediate outcome. If project A has 
guaranteed revenue of $100 and project B has two alternatives—a 
complete disaster or revenue of $1,000—you should select project B if 
the chance of a complete disaster is 1/100000000000. . . .
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Figure 4-5. Using the Utility Function to Select an Alternative
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Most likely you would select A. But let’s reframe the question. Which would 
you prefer between these two:

A.	 A sure loss of $100,000?

B.	 A 50% chance of a loss of $200,000?

Most likely, you would prefer option B. At least, this was the most frequent 
answer from the people who participated in a survey.

This “loss aversion” effect can be demonstrated by using a chart (figure 4-6). 
Kahneman and Tversky replaced the notion of utility with value, which they de-
fined in terms of gains and losses. The value function on the gain side is similar 
to the utility function (figure 4-3). But the value function also includes a steeper 
curve for losses on the left side compared with the curve for gains. Using the 
chart in figure 4-6, you can see that losses of $100,000 felt much stronger than 
gains of $100,000.

Unlike expected utility theory, prospect theory predicts that people make 
risk-averse choices if the expected outcome is positive, but make risk-seeking 
choices to avoid negative outcomes. Everything depends on how choices are 
framed or presented to the decision-maker.

Another interesting phenomenon explained by prospect theory is called the 
endowment effect, which asserts that “once something is given to me, it is mine.” 
People place a higher value on objects they own than on objects they do not. In 
project management, these can be resources. It explains why most project man

GainsLosses

Value

+$100,000

–$100,000

Figure 4-6. Value Function in the Prospect Theory
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management. We think that human creativity, also called “thinking outside the 
box,” will improve the project-decision process.

Psychology of Creativity
How does creativity apply to project decision-making? Although it is hard to 
come up with a formal definition of creativity, it can be described as the ability 
to find an alternative way to perform a project that has at least three attributes: 
it should be (1) new, at least for the current project; (2) feasible; and (3) useful.

Understanding creativity is a new and growing field of inquiry in psychol
ogy. Scientists trying to explain it have come up with a number of theories. One 
of them explains creativity as a function of self-actualization. The psychologist 
Abraham Maslow (Maslow 1987; Davis 2004) developed a hierarchy of human 
needs, which is a model of wholeness and well-being. At the bottom of the hi-
erarchy are the most basic needs for physical sustenance and safety.

At the top are esteem and self-actualization (figure 5-1). Basically, self-
actualization is the drive to reach one’s potential by fulfilling the desire to do 
something unique.

Some psychologists believe that creativity is related to our ability to make 
new mental associations with an object or concept. When people learn a new 
concept, their minds produce variations in which they associate the concept with 
something they already know. More creative people produce more of these vari-
ations. The range of variations depends upon a person’s experience, knowledge, 
and environment, as well as some innate abilities.

As a project manager mulls over a problem, he or she typically comes up 
with a range of solutions (figure 5-2). These solutions can be generated by associ-
ating the problem with similar ones encountered in previous projects. Sometimes 
the solution can be related to personal experience, knowledge of other business 
areas, or even stories and anecdotes. (As you recall, we structured chapter 3 around 
the story of Pooh being stuck in Rabbit’s door as a way of illustrating how 
choices are made.) The general idea is that the more variations that are available, 
the better the chance that creative alternatives will be found.

Physiological Needs

Safety Needs

Belonging Needs

Esteem Needs

Self-
Actualization

Figure 5-1. Maslow’s Hierarchy of Needs
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Can you have too many creative ideas—so many and so innovative that you 
lead your project, and maybe your company, right over the cliff? You can em-
ploy a number of techniques to channel and control creative alternatives. One 
of the more straightforward methods involves filters.

Assume that you managed to come up with many creative alternatives. For 
example, you have at least five ideas that address the problem of how to com-
plete a project on time with your existing resources. In creative decision-making, 
a filter is a set of conditions used to test a proposed solution. If the solution does 
not satisfy these conditions, it will not pass through the filter and will not be 
considered during later stages of the analysis. Examples of these filters are:

1.	 Does this solution actually help to complete the project on time?

2.	 Is it possible to implement this course of action, given project constraints?

Individuals use a similar mental strategy to make intuitive choices. Psychol-
ogists call this “heuristic elimination by aspect” (Tversky 1972), which is dis-
cussed in chapter 19. The difference between elimination by aspect and the filter 
method is that the filter technique is a formalized analytical approach. Filters 
need to be set up very carefully to avoid blocking potentially good solutions.

A great example that demonstrates the process of creative thinking is Dan 
Brown’s best seller The Da Vinci Code (2003). In the book, the fictional symbol
ogist Robert Langdon is involved in a project to uncover ancient secrets. What 
is so interesting about his creative process?

•	 Langdon uses creative analogies to come up with a significant number 
of alternatives. Some of them are “far-out”; however, Langdon still 
considers them before making a final judgment.

Problem

Solution

Block

Block

Block

Filter 1 Filter 2

Solution

Solution

Solution

Solution

Solution

Solution

Solution

Solution

Figure 5-2. Example of Creative Process with Blocks and Filters
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•	 Langdon applies certain filters. He tests the solutions when he solves 
the puzzles. In these tests, he analyzes whether these solutions actually 
make sense.

•	 Langdon has the capability to come up with so many creative alterna-
tives because he relies on his extensive knowledge and experience as a 
symbologist.

•	 Langdon’s creative abilities are stimulated by the considerable stress 
brought about by the police and various shadowy figures who are 
pursuing him. In his case, finding creative solutions is not an exercise 
in curiosity, but a matter of survival. (figure 5-3).

Creativity Blocks
Despite our natural penchant as human beings to come up with creative solu-
tions, our ability to do so is often blocked. Certain creativity blocks will simply 
not allow us to come up with innovative solutions. One way to enhance our cre-
ativity is to remove or at least weaken some creativity blocks. Clemen and 
Reilly (2013) classified the blocks this way:

1. FRAMING AND PERCEPTUAL BLOCKS
The following types of blocks affect how we perceive an original problem.

Figure 5-3. Finding Creative Solutions
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1.1 Stereotyping ​ A Microsoft Corporation staff photo, taken in 1978, surfaced 
and made the rounds on the Internet several years after it was shot. In it were 
11 of the original Microsoft staff, including cofounders Bill Gates and Paul 
Allen. Most of them were very young and long-haired, so the group did not look 
like a very promising commercial enterprise, something like what is shown in 
figure 5-4. The title of the photo was “Would you invest in this company?” Typ-
ically, we try to fit all potential solutions into a standard category. If we cannot 
fit something into an existing category, we may block potentially good solutions. 
If you were an investor in those early days, would the staff at Microsoft have fit 
into your mental picture of a potentially successful company? Probably not, and 
because they didn’t fit into a preconceived idea of what successful entrepreneurs 
look like, many investors likely ignored Microsoft as a possible investment op-
portunity.

1.2 Tacit Assumptions ​ Let’s suppose that you are managing a software project. 
You are naturally concerned about the software’s performance, so you spend the 
majority of your efforts to make it run faster than that of any of your competi-
tors. However, performance may not be the appropriate consideration. Hard-
ware performance is improving all the time, and there is a good chance that by 
the time you complete the project most people’s computers will be so powerful 

Figure 5-4. “Would You Invest in This Company?”
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risk-taking on the part of the group than would occur with individuals. For ex-
ample, project managers may be more inclined to agree to a risky extension of 
a project scope after a discussion with peers.

Group polarization affects more than risk-taking. Group discussions can 
amplify the preferences or inclinations of group members. If a project team 
member already had an opinion regarding a certain issue, after a discussion in 
a group he or she may have a much stronger opinion about the issue. In one ex-
periment, simulated juries were presented with weak incriminating evidence. 
They became even more lenient after group discussion. At the same time, juries 
presented with strong evidence became even harsher (Myers and Kaplan 1976).

With this knowledge, it is fair to ask whether group discussions actually im-
prove the quality of decisions. In other words, are several heads better than 
one? The psychologists’ answer is a qualified “yes.” The qualification is that it 
depends on the type and difficulty of the problem. Some problems are better 
handled in groups, while others are not. Reid Hastie (1986) reviewed three types 
of problems:

1.	 Judgment of quantities is related to the estimation of project cost, 
duration, and other parameters. Groups are usually more accurate 
than individuals in these types of decisions. Psychologists estimate 
that group judgments can be 23–32% more accurate than individual 
judgment (Sniezek and Henry 1989, 1990).

2.	 Logical problems are related (in project management) to finding 
solutions to complex business or technical issues. Groups perform 
better than the average individual; however, highly skilled or experi-
enced team members who act alone usually outperform the team.

3.	 Judgments in response to general knowledge questions are related to 
finding factual data relevant to a project. Groups perform better than 
the average individual. Yet the best member of the team usually equals 
or surpasses the performance of the team.

1 day 2 days 3 days 4 days 5 days 6 days 7 days 8 days

7 days4 days3 days2 days1 day 6 days5 days 8 days

Individual Estimate

Group Estimate

Range of Durations

Anchor

Figure 6-1. Developing a Range of Activity Durations
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2.	 Two to four meetings, each with very a short time frame (15–30 minutes), 
are conducted with breaks of a day or two in between. The limited 
time frame is strictly enforced. Long breaks between meetings give 
participants the opportunity to think more about the ideas. Roles can 
be changed for the next meeting.

Another brainstorming method 
is called the nominal group method 
(Delbecq et al. 1975). At the begin-
ning, each group member writes 
down as many ideas as possible. During the meeting the members present these 
ideas, the group evaluates the ideas, and the moderator records them. After the 
discussion every group member ranks the ideas. These rankings are then com-
bined mathematically to select the best ideas.

If you and your team have not brainstormed before, you should not expect 
miraculous results from the first meeting. Don’t be discouraged, for brainstorm-
ing requires a certain amount of practice. Therefore, if you believe that brain-
storming would be useful for your projects, we recommend beginning by 
practicing on less important project issues before getting into complex problems. 
And the role of the moderator is important, for an inexperienced moderator can 
block good ideas. Good moderators set a positive tone for discussions and en-
courage creative ideas.

Tools for Facilitating Discussions
A number of tools can help with strategy planning, brainstorming, process im-
provement, and meeting management. During discussions you can record ideas 
and conclusions, create several diagrams and flowcharts, and share them among 

Effective brainstorming is an art. It 
takes practice to achieve good results.

Idea
Generator

Moderator

Erudite

Devil's
Advocate

Scribe

Positive
Reviewer

Figure 6-2. Brainstorming Technique
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others regardless of the particular geographical locations of group members. In 
addition to analytical tools such as cause-and-effect diagrams and decision trees, 
tools are available that help to organize meetings by creating agendas and min-
utes, facilitating online discussions, defining team action items, and so on.

In recent years mind-mapping software tools have become popular in 
project management. Vendors of this software have sold hundreds of thou-
sands of licenses, and we don’t believe that this is a temporary trend; appar-
ently project managers have realized the benefits of mind-mapping tools. A 
mind map is a diagram used to represent ideas, activities, risks, or other items 
linked to a central theme. In a mind map, the central theme is often illustrated 
with a graphic image. The ideas related to the main theme radiate from that 
central image as “branches.” Topics and ideas of lesser importance are repre-
sented as “sub-branches” of their relevant branch. The mind map shown in 
figure 6-3 is based on a risk breakdown structure adapted from the PMBOK 
Guide (see appendix C).

A mind map helps you record ideas in a structured way and to review them 
later. You can find a list of vendors of these tools and other tools in appendix A.

When we think about project management tools, we mostly recall software 
tools, various paper templates, and checklists. But you don’t need expensive or 
fancy software to facilitate discussions. A number of simple hardware tools are 
useful. In addition to traditional flipcharts or chalkboards, many project teams 
use electronic whiteboards, which automatically record information written on 
the whiteboard to a computer.

A Few Words about Game Theory
“Life is but a game,” said Hermann, a character in Peter Tchaikovsky’s opera 
The Queen of Spades. Today we can view decision analysis through the lens of 
modern game theory, a mathematical theory of human behavior in competitive 

Game theory studies how an individual 
behaves depending on the choices of 
others.
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others regardless of the particular geographical locations of group members. In 
addition to analytical tools such as cause-and-effect diagrams and decision trees, 
tools are available that help to organize meetings by creating agendas and min-
utes, facilitating online discussions, defining team action items, and so on.

In recent years mind-mapping software tools have become popular in 
project management. Vendors of this software have sold hundreds of thou-
sands of licenses, and we don’t believe that this is a temporary trend; appar-
ently project managers have realized the benefits of mind-mapping tools. A 
mind map is a diagram used to represent ideas, activities, risks, or other items 
linked to a central theme. In a mind map, the central theme is often illustrated 
with a graphic image. The ideas related to the main theme radiate from that 
central image as “branches.” Topics and ideas of lesser importance are repre-
sented as “sub-branches” of their relevant branch. The mind map shown in 
figure 6-3 is based on a risk breakdown structure adapted from the PMBOK 
Guide (see appendix C).

A mind map helps you record ideas in a structured way and to review them 
later. You can find a list of vendors of these tools and other tools in appendix A.

When we think about project management tools, we mostly recall software 
tools, various paper templates, and checklists. But you don’t need expensive or 
fancy software to facilitate discussions. A number of simple hardware tools are 
useful. In addition to traditional flipcharts or chalkboards, many project teams 
use electronic whiteboards, which automatically record information written on 
the whiteboard to a computer.

A Few Words about Game Theory
“Life is but a game,” said Hermann, a character in Peter Tchaikovsky’s opera 
The Queen of Spades. Today we can view decision analysis through the lens of 
modern game theory, a mathematical theory of human behavior in competitive 

Game theory studies how an individual 
behaves depending on the choices of 
others.

situations that studies decisions made 
in an environment in which players 
interact. In other words, game the-
ory studies how an individual selects 
optimal behavior when the costs and 

benefits of each option depend upon the choices of other individuals. While 
Hermann wasn’t thinking about modern game theory, and was not even aware 
of it, he was right that “life is but a game.” Game theory helps to analyze many 
processes in the common conflicts we deal with in our lives, such as stock mar-
ket behaviors; political processes, including wars and elections; business activi-
ties, such as negotiations, auctions, mergers, and investments; and, yes, project 
management.

Game theory began with the classic book Theory of Games and Economic 
Behavior, by John von Neumann and Oskar Morgenstern (1947). The RAND 
Corporation used game theory to help define nuclear strategies. Do you remem-
ber the movie A Beautiful Mind? It is the biography of John Forbes Nash Jr., a 
mathematical genius who fell victim to schizophrenia after making amazing 
strides in game theory and economics. In 1994, Nash (figure 6-4) shared the 
Nobel Prize in economics with John C. Harsanyi and Reinhard Selten for their 
work in game theory. Eleven years later, Robert  J. Aumann and Thomas  C. 

Figure 6-4. John Forbes Nash in 2006 (Photo by Peter Badge)
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they are ripe to come down with FES. FES is subtle, though, and does not instantly 
lead to the failure of the company—a fact that often leads executives to believe 
that inadequate emphasis on incentives is not a problem. Let’s examine how 
FES could affect an organization, using a simple model.

How Does FES Spread?
Most start-ups do not have FES; if they do, they quickly fail. As an organization 
gets over its growing pains and starts to expand, more people join the organ
ization, more processes are established, and relationships among people and be-
tween project teams become more formal and complex. In many cases, FES 
infection occurs as a company evolves from a start-up to a steady-state com
pany. If executives are not familiar with the creeping effects of FES, or if they 
don’t pay attention to it, an organization can quietly become infected. In many 
cases, FES infection occurs during an acquisition. If a company with FES ac-
quires an FES-free organization and tries to impose its own corporate culture 
on the smaller organization, FES very quickly infects the newly acquired entity.

The story is told about a young engineer, fresh out of university, who had just been 
hired by a design company.

Table 7-1. Motivations and Incentives. Source: McConnell 1996

Project Managers General Population

  1 Responsibility Achievement

  2 Achievement Recognition

  3 Work itself Work itself

  4 Recognition Responsibility

  5 Possibility for growth Advancement

  6 Interpersonal relationship Salary

  7 Advancement Possibility for growth

  8 Salary Interpersonal relationship

  9 Company policies and administration Status

10 Job security Technical supervision opportunities

11 Technical supervision opportunities Company policies and administration

12 Status Working conditions

13 Personal life Personal life

14 Working conditions Job security
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Flowcharts. Business situations are always changing. Flowcharts are useful 
to show this process. You can use diamond (“if”) blocks to define which steps 
you would take if, for example, the business environment changed in a certain 
direction.

Cause-and-effect diagrams. The PMBOK Guide recommends using cause-
and-effect diagrams for both quality management and risk management. If 

Figure 8-1. James Bond Assessing a Business Situation. Sean Connery shooting the 
movie Diamonds Are Forever in Amsterdam (Photo by Rob Mieremet)

Problem
(effect)

Main Cause
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Figure 8-2. Cause-and-Effect Diagram
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you are trying to identify the root cause of a problem, you may find these dia-
grams useful. Cause-and-effect diagrams are the brainchild of Kaoru Ishikawa 
and are sometimes called “fishbone” diagrams (figure 8-2).

Force-field diagrams. These diagrams represent the driving and restrain-
ing forces that affect a central question or problem (figure 8-3).

Land Purchase

FOR AGAINST

Location

Low cost

Potential appreciation

Lack of infrastructure

Legal issues

Figure 8-3. Force-Field Diagram

•	 Participants in the decision-making process are decision-makers, decision 
committees (also called review boards), one or more teams of experts, and a 
decision analyst. In smaller projects, these roles can be combined.

•	 Identifying problems and opportunities is not a trivial process, especially in 
new product development.

•	 Assessing business situations involves the collection of information and then 
the analysis and prioritization of the issues related to the project.

•	 Mind maps, flowcharts, cause-and-effect diagrams, and force-field diagrams are 
all useful tools for decision-framing.
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These indicators are called decision criteria. If we take our example of Sgt. Bilko, 
we can see that because Bilko and the U.S. Army had different objectives, they 
also had different criteria for decision-making (table 9-1).

In fact, different project objectives are classic fare for any comedy. If you 
want to make a successful comedy, here is a simple step-by-step recipe:

1.	 Come up with a project; the most common comedy projects are 
engagements, divorces, bank robberies, and alien encounters.

2.	 Define different project goals for each project stakeholder.

3.	 Hire Steve Martin as a star.

4.	 Relax and have your accountant count your millions.

Regrettably, poor project management is never a comedy for those who suf-
fer its consequences; therefore, realigning project objectives has to be a priority 
for project managers. In a project with multiple objectives, project managers 
should consider a number of decision criteria. This process is called multi-criteria 
decision-making. Examples of decision criteria can be:

•	 Economic indicators, such as net present value (NPV), rate of return 
(ROR), and project cost

•	 Project duration indicators, such as total duration, finish time, and 
duration of particular phase

•	 Resource usage, including material and work resources
•	 Project scope indicators, such as number of features implemented

Table 9-1. Different Goals and Decision-Making Criteria for U.S. Army  
and Sgt. Bilko

Sgt. Bilko U.S. Army

Objectives 1. � Financial  
performance of 
Bilko’s army unit

1. � Improve military  
preparedness

2. � Entertainment and 
gambling

2. � Design and production of 
a prototype hover tank

Decision-making Criteria 1. Revenue 1. Quality of military training

2. � Quality of  
entertainment and 
gambling

2. � Completion of hover tank 
project on time and 
within budget

3. � No transfers to  
a location in 
Greenland
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In general, there are two types of objectives:

1.	 Fundamental objectives are the goals that need to be accomplished 
during the course of the project. For example, maximizing the profit of 
Sgt. Bilko’s unit and providing entertainment are the fundamental 
objectives that Bilko wants to accomplish.

2.	 Means objectives help to achieve fundamental objectives. For exam-
ple, “organizing golf tournament,” “selling Bilko beer,” or “renting out 
military vehicles” will help Bilko achieve his fundamental objectives.

How do you distinguish between means and fundamental objectives? The 
simplest way is to apply the WITI test (Clemen and Reilly 2013) by asking, “Why 
Is That Important?” This question is sometimes called the “Why does Sgt. Bilko 
need to sell magazine subscriptions to his soldiers?” test. The answer is: to max-
imize profit, which is Bilko’s fundamental objective.

Relationships between objectives can be presented in the form of a hier-
archy (for fundamental objectives) or a network (for means objectives) (Kee-
ney 1996). Figure 9-1 is a type of diagram that we recommend for analysis of 
objectives. Let’s assume that you are involved in a project to find a spouse. 
Anybody who has been involved in such a project will realize that if this 
project is not well managed, the results can be frustrating. Finding the “right 
spouse” is the fundamental objective. Now, you can ask yourself, “What do I 
mean by that?” Your answer will probably be that you want to find a person who 
shares your interests; is reasonably attractive; belongs to a similar cultural, 
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Figure 9-1. Project Objectives Hierarchy
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To identify problems and opportunities, and to channel your creativity, use 
sets of filters (see figure 5-2). These filter diagrams are a useful tool for an analy
sis of problems and opportunities. Here is a list of filters for new technology-
driven products for start-up businesses:

•	 Your idea should not be completely new. Avoid joining the ranks of 
technology pioneers, for they rarely succeed in business. Instead, try to 
provide a better solution for existing problems.

•	 Your idea should be extendable. You should be able to build a number 
of products and services around this idea.

•	 Your idea should not be trivial. All trivial ideas either have been imple-
mented or cost a lot of money to produce and market.

•	 Your idea should have a hidden technological value that would be 
difficult for somebody else to implement.

Risk Breakdown Structures
Absolutely everything can be classified and categorized. Aliens whom we have 
not yet encountered have already been classified in science fiction movies—there 
are little green men and women, and the gray figures with the slim bodies and 
enormous heads. Our tendency to create various hierarchies and classifications 
is not an obsession: it actually helps us to understand the nature of a problem. 
For example, risks can be assigned to different categories, such as external and 
internal risks, or organizational and technical risks (see appendix C). This type 
of hierarchy not only is useful for risk identification; it can also be used with 
quantitative analysis. When we perform an analysis using Event chain meth-
odology, this type of risk breakdown structure is one of the main inputs.

Purchase materials offshore

Reduce cost of labor

Hedge fuel costs

Testing on each
project phase

Use QA tools

Hire more QA analysts

Clarify requirements upfront

Demonstrate
product to the
client regularly

Use requirement
management system

Cost Quality Scope

Figure 10-1. Strategy Table for Identifying Project Alternatives
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Bent Flyvbjerg and his colleagues reviewed a significant number of large 
transportation projects (Flyvbjerg et al. 2002). They found that project planners 
often intentionally underestimate costs and overestimate benefits to get their 
projects approved. Flyvbjerg found that costs are underestimated in nine out of 
ten transportation infrastructure projects (table 11-1). He studied data for the 
last 70 years and found that cost underestimation has not decreased over time, 
even with new project management tools and techniques.

So, how do project planners underestimate? One of the ways to “cook” a fore-
cast is to deliberately reduce the probability of risk occurrence. When Euro-
tunnel, a private company that owns the tunnel under the English Channel, went 
public in 1987, investors were told that risks of cost escalations would be rela-
tively small, just 10%. The actual risks were significantly greater, and the real 
cost was two times higher than the forecast.

The British politician Benjamin Disraeli famously said, “There are three 
kinds of lies: lies, damned lies, and statistics.” He was noting an interesting phe-
nomenon about probabilistic analysis. By deliberately using inaccurate proba-
bilities for certain events, it is possible for a project manager or planner to 
improperly influence a decision, which may have disastrous consequences for 
the organization or stakeholders. In addition, it is difficult to catch these activi-
ties: they never said the event could not happen—they just knew that the 
chance of its occurrence was very small.

Impact of Psychology on Estimation and Rule of Pi
Organizational politics definitely plays an important role in estimation. But what 
about cognitive psychology?

An interesting phenomenon in 
the world of estimation is the rule 
of pi, which states that the actual 
duration (cost) of an activity will be 
about pi (3.1415 . . .) longer or big-
ger than the original estimate, even 
if the estimator was aware of this rule. Regardless of how we do our estimates, 

Rule of pi: The actual duration (cost) of 
an activity will be about pi (3.1415 . . .) 
bigger than the original estimate, even 
if the estimator was aware of this rule.

Table 11-1. Inaccuracy of Transportation Project Cost Estimates  
(Adapted from Flyvbjerg et al. 2002)

Project Type Number of Cases Average Cost Escalation

Rail 58 44.7%

Fixed-link (bridges and tunnels) 33 33.8%

Roads 167 20.4%

All projects 258 27.6%
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Further Explanations of Problems with Estimation
A number of other issues will lead to forecasting errors. Among them:

•	 There is no established project estimation process
•	 Inaccurate data is used, or historical data may not be complete
•	 The forecasting techniques and tools are inefficient
•	 There is no ability to track actual project performance, which can be 

used to refine estimates
•	 The project planners are inexperienced

The PMBOK Guide points out that performing a project estimate is part of 
two knowledge areas:

1.	 Project time management, including activity duration estimation, 
activity resource estimation, and the schedule development processes

2.	 Project cost management, including cost-estimating and cost-
budgeting processes.

Organizations that have established project management processes that fore-
cast both time and cost usually produce more consistent and accurate estimates.

Where Does the Problem Lie—in Psychology or Politics?
The balance between the optimism bias and pressure of politics was the subject 
of an interesting debate involving the Nobel laureate Daniel Kahneman, along 
with Dan Lovallo and Bent Flyvbjerg, conducted in the Harvard Business Re-
view. Kahneman and Lovallo (2003) believe that the optimism bias is to blame 
for inaccurate estimates. For his part, Flyvbjerg (2003, 2006) acknowledges the 
existence of the optimism bias and believes that in fact it plays a major role when 
political pressure is insignificant. However, when political and organizational 
pressures are significant, he believes that the problem with incorrect estimates 

Table 11-2. Example of Previous Activities Related to the Current Task

 Date Activity Clearly Remembers Duration

Q1, 2017 Pie chart No 10 days

Q2, 2017 Interactive bar chart No 12 days

Q1, 2018 Multiple line chart Somewhat 7 days

Q2, 2018 Small bar chart Yes 3 days

Q4, 2018 Bar chart Yes 5 days
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Weddings will always be more expensive than we plan because: (a) the number 
of guests will be twice the original estimate; (b) food will cost at least three times 
more, even if you serve hamburgers instead of tenderloin; and (c) you will be charged 
for many things that you did not imagine (figure 11-1). If in the future you are plan-
ning a wedding, make accurate estimates and hire a professional project manager.

Simple Remedies
So, how can we integrate information about risks and uncertainties into our es-
timates?

NEVER MAKE A WILD GUESS
Estimates are possible even when based on partial information; however, we 
often try to make estimates with very little information, or none at all. We can 
call this type of estimate a “wild guess.” (If you dislike the word “wild,” just call 
it an “intelligent guess.”) For example, how much would it cost to develop one 
medication to treat all forms of cancer? There is no reliable information to sup-
port an answer. Still, we will try to answer the question, either because we don’t 
want to look incompetent or because we are being pushed by management or 
our colleagues to do so. The manager’s position is quite understandable; he or 
she does not want to end up with question marks on the project schedule.

Figure 11-1. Risks and Uncertainties of Budgeting
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Unfortunately, as soon as we deliver our estimate, everybody instantly for-
gets that it is a wild guess and, because of the anchoring heuristic, this estimate 
becomes the anchor for all future discussions. Could you imagine this newspa-
per headline: “Project manager of PharmaCo Inc. estimates that a universal can-
cer drug will cost only $5 billion”? Inevitably, people will use this number as a 
starting point in any future analysis or discussions.

What should we do if we are asked to make an estimate without any infor-
mation? The only solution is to try to get as much relevant information as pos
sible. If previous relevant data is not available, we can take a small task and see 
what happens. How long will it take and what level of resources did it require? 
For example, you can make a prototype or an evaluation tool. Unfortunately, 
management often wants to forego this strategy and asks for an estimate im-
mediately. This is where the big problems begin.

COLLECT RELEVANT HISTORICAL DATA
Most project managers know how important it is to collect and analyze data 
from previous projects, but very few actually do it. If we had a full data set on 
relevant activities, our estimates would be far more accurate. In some indus-
tries this data is available through various software applications, forms, and 
methodologies. If you are lucky, you work for an organization that routinely 
collects and analyzes historical data as part of its project and portfolio man-
agement processes.

But what if you don’t have any such tools? The simple solution is to keep your 
old project schedules handy, so that you can easily access and review them when 
you are trying to make estimates.

Here is a simple way to analyze your information:

1.	 Look at previous project schedules or try to recall similar activities.

2.	 Write down activities and their relevance to the current one (table 11-3).

3.	 Use this table to assess the duration of the current activity.

Table 11-3. Analysis of Relevant Activities

Activity Duration Relevance

1 Development of user interface (UI) for 
customer support software

20 days Relevant

2 Website development 32 days Not very relevant

3 Charts in business analysis software 10 days Almost the same

4 UI improvements for selected client 5 days Relevant
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Collection and analysis of relevant historical data will help to mitigate the 
negative effect of both motivational and cognitive biases, and will specifically 
help you address the availability heuristic.

PERFORM REALITY CHECKS AND BENCHMARKING
Reality checks are a simple way to improve the accuracy of your estimates. Their 
objective is to compare your estimates with known project results. Below is an 
example of cost estimation for movie production.

As you probably realize, movie production has significant uncertainties in 
project cost and duration:

•	 Movie set collapses
•	 Producer has a bad day
•	 Actress goes to rehab
•	 Director decides to change the plot and kill (or resurrect) the protagonist

Cost estimation with many uncertainties can be extremely challenging. The 
movie studio may have planned other movies of similar budget and projected 
revenue, thus needs to determine whether the new budget is roughly in line with 
previously released movies (figure 11-2).

Benchmarking is more advanced than simple reality checks. Benchmark-
ing helps to compare business processes and their performance indicators with 
other similar processes. In project management, benchmarking assists you in 
comparing the cost and duration of various projects together with other indi-
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Whether you’re a criminal or a project manager, it helps to predict what 
could happen during a project and what would be the best choices, given the 
results of this analysis. For example, climatologists create weather models to pre-
dict climate change, aircraft engineers build models of new planes to research 
aerodynamics, and bank robbers draw up plans to rob a casino.

In all these cases, project management models contain inputs, outputs, and 
calculation algorithms. The inputs include:

•	 Project activities and their relationships, including estimates of start 
and finish times, costs, resources, and other parameters

•	 Risks, with their probabilities, outcomes, and other properties
•	 Financial information associated with the project, including risks and 

uncertainties related to financial projections
•	 Inputs related to quality, safety, and environment

A model’s outputs could include:

•	 Project schedules, including estimates of project duration and cost
•	 Project budgets
•	 Quality and safety-planning evaluations

Figure 12-1. Robbing a Bank Involves Complex Modeling
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sion analysis processes, including quantitative analysis methods, can be simi-
lar for other types of models.

If a model contains information related to risks and uncertainties, it is called 
a probabilistic approach. Otherwise, it is considered a deterministic approach. 
In this chapter we will discuss modeling techniques for both approaches. Some-
times you will need to create different models for different project alternatives 
by using common value measures. But in most cases, single probabilistic mod-
els should handle most of the possible uncertainties.

The Critical Path Method
Although it was invented way back in the 1950s by the DuPont Company and 
Remington Rand Univac, the critical path method (CPM) remains one of most 
popular planning tools, despite all its limitations. It employs the deterministic 
approach.

The steps in the critical path method are:

•	 Calculate the start and finish times of each activity chronologically 
through a network diagram or Gantt chart (from left to right). These 
are the earliest start and finish times.

•	 Calculate the start and finish times of each activity the same way, but 
this time from right to left. These are the latest start and finish times.

•	 The difference between the latest and earliest times represents “free 
float” or “slack,” the amount of time the activity can be delayed without 
delaying any other immediately following activity.

•	 Activities with zero free float lie on the critical path.

Let’s say a bank robbery project manager creates a schedule that includes 
the four activities shown in the Gantt chart in figure 12-2. In this case, the ac-
tivity “secure escape route” has three minutes’ slack: the robbers cannot leave 
the bank without taking money. Taking money from the vault takes longer than 
securing the escape route. As a result, the critical path includes, first, “break into 
the bank,” second, “take money from the vault, and third, “leave the bank.” To 
reduce project time, this critical path and in particular the activity “take money 
from the vault” need to be optimized. Maybe the robber needs to consider a better 
blowtorch or the use of explosives. (Although, if you remember from chapter 3, 

Break into the bank

Take money from the vault

Secure escape route

Leave the bank

0 5 10 15 20

Time (minutes)

Figure 12-2. Gantt Chart for Bank Robbery Project
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Elements of decision problems are represented by different types of nodes 
(figure 12-3). An example of an influence diagram is shown in figure 12-4. It 
represents a decision about the design and development of a new product that 
has to be made at the project launch. Construction of an influence diagram starts 
with defining a value measure. In this example, it is the project’s net present 
value. The decision to launch the project is affected by three uncertain variables: 
availability of resources, requirements, and abilities to solve technical issues.

Remember that influence diagrams do not have feedback loops: variable-
predecessors cannot rely on variable-successors. Sometimes influence diagrams 
can be very complex. In these cases, it is important to break the diagram into a 
number of smaller diagrams.

An influence diagram can be converted to a decision tree, which is an-
other representation of the decision problem. We will discuss decision trees in 
chapter 15.

Decision

Deterministic or Calculated
Variable

Probabilistic Variable

Value Measure

Figure 12-3. Different Types of Nodes

Requirements

Start
Development Technical Issues

Resources

Material Labor

Satisfying
Project

Requirements

Figure 12-4. Influence Diagram
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judgments. What do they foresee? Apparently, the weather will not get any better 
over the next few years, meaning that insurance payout fluctuation will increase.

Most uncertainties in project management are related to our lack of knowl-
edge about the future. For these uncertainties, historical data and actual proj
ect measurements may be insufficient to come up with probabilities. For example, 
what is the chance that someday a hurricane will hit New York City? Or, what 
is the chance that a requirement will change as you are creating a brand-new 
type of product? In these cases, we have to use a subjective assessment of prob-
abilities, either alone or in combination with the relative frequency approach.

How We Subjectively Assess Probability and Risk
Many people seem concerned about the avian flu and other exotic infections that 
have yet to kill anyone in the United States. At the same time, the Centers for 
Disease Control estimates that the more common influenza strains have resulted 
in between 9.3 million and 49.0 million illnesses, between 140,000 and 960,000 
hospitalizations, and between 12,000 and 79,000 deaths annually since 2010 
(CDC 2018). After the attacks on September 11, 2001, many people refused to 
fly and chose instead to drive whenever possible. As a result, from October 2001 
to December 2001 a thousand more traffic fatalities occurred than in the same 
period the year before. This is an example of how we tend to misjudge risks and 
make wrong assessments of probabilities due to the inherent cognitive and mo-
tivational biases that we discussed in chapter 2. (See appendix B for a list of 
heuristics and biases related to peoples’s assessment of probabilities.) For exam-
ple, because of biases related to the availability heuristic (people’s having ready 
access through the media to vivid images of airline crashes), many folks believe 
that flying is far riskier than driving a car. In truth, at most a few hundred people 
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2.	 Ask the experts two opposing questions: (a) “What is the probability 
that the project will be canceled?” and (b) “What is the probability the 
project will be completed?” The sum of these two assessments should 
be 100%. In other words, say 40% for the first question, 60% for the 
second. This method is called a coherence check, and it helps experts 
to adjust their judgment.

3.	 Use a probability wheel, a diagram that looks like a pie chart (figure 13-2). 
Each area of the pie chart is associated with the probability of a certain 
outcome. Imagine that you spin the wheel as it is done on the Wheel of 
Fortune TV game show. The larger the area, the greater the chance that 
the wheel will stop on this area. The experts can adjust these areas until 
they are in agreement with the specific probabilities. Basically, the 
probability wheel helps in visualizing the probabilities and performing 
a coherence check. This is like preferring an analog car speedometer 
to a digital speedometer; the former is a better instrument for visual-
izing speed.

Different methods for estimating probabilities will often deliver different re-
sults for the same project. What should you do in these cases? While decision 
science does not give a definite answer to this question, one way to reconcile 
answers from several experts is to invite another expert. You may also arrange 
a discussion between experts. Our preferred method to deal with this problem 
is to further break down the problem. Break compound events into simple events 
and review them separately. For example, instead of asking a single question 
about the probability that the project will be canceled due to budgetary prob
lems, you may ask two questions:

1.	 What it is the chance that a budgetary problem will occur?

2.	 What is the chance that the budgetary problem will lead to a project 
cancelation?

25% No problem with the component

35% Full replacement of the component

40% Repair of the component

Figure 13-2. Probability Wheel
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Figure 13-3. The Atlas V Rocket with New Horizon Liftoff from Cape Canaveral, 
September 24, 2005 (Credit: NASA/Kim Shiflett, 2006)

Karl Grossman, however, did not agree with NASA’s interpretation of the 
risk. “If it’s 2 percent or it’s 6 percent or if it’s 20 percent or if it’s 100 percent, 
when you are talking about plutonium, you are talking about the most radioac-
tive substance known” (Grossman 1997). Fortunately, the New Horizon was 
launched successfully without incident; however, the controversy over using nu-
clear energy for space missions continues.

The issue here is that it is not sufficient to simply determine the probability 
of risks. We must also quantify the impact of those risks. The combination of 
probability and impact will give us an input necessary to make a decision. Quan-
titative and qualitative risk analysis can be used to analyze the combined prob-
ability and impact of the risk. Interpretation of the results depends on personal 
or organizational preferences—risk attitude and risk tolerance, both part of the 
decision policy we discussed in chapter 4. Apparently, Karl Grossman has much 
lower risk tolerance than NASA itself.

In many projects, especially smaller ones, a quantitative risk analysis is not 
required to determine which risks are most important. It is enough to know their 
probability of occurrence and impact on project objectives, such as time, cost, 
scope, and so on. Negative impacts are considered threats; positive impacts are 
opportunities. When you assess both probabilities and impacts, you may use a 
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probability and impact matrix to prioritize the risks (figure 13-4). Black areas 
represent high risks that have first priority for mitigation or avoidance. White 
areas represent low risks. Organizations define the classifications of high and 
low risks based on risk preferences: the more risk-averse an organization is, the 
more black areas the matrix will have.

In The Producers, Leo and Max properly estimated the impact for the 
“show success” risk, but underestimated its probability. Moreover, as with 
most criminals, they were risk-takers. If they had constructed a probability 
and impact matrix, their high-risk area would have been quite small. The risk 
“show success” probably would have found itself in the gray or even the white 
area, instead of the black area. If they had correctly judged the importance of 
the risk, they probably would have been more prepared for the eventuality that 
the show might succeed, rather than completely ignoring it, which led to their 
downfall.

Here is another consideration: Gene Gigerenzer (Gigerenzer 2015) promotes 
the concept of statistical thinking. The problem, he asserts, is the illusion of cer-
tainty. We believe in certain information related to risks—for example, medical 
tests. However, in reality these test results are uncertain predictors of eventual 
health problems. To solve this problem, statistical analysis must be performed 
and the results of analysis must be properly framed, defined, and communicated.

Modern quantitative analysis techniques—for example, Event chain 
methodology—can automatically prioritize risks by using sensitivity analysis, 
which is a relatively easy process as long as you have both a project schedule and 
a risk breakdown structure. However, the probability and impact matrix remains 
a useful tool, especially in situations where you want to prioritize risks, such as 
quality, reliability, and safety, that are not directly related to the project schedule.
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Figure 13-4. Probability and Impact Matrix
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Figure 14-1. Stevenson’s Map of Treasure Island (Credit: Robert Louis Stevenson)

mitigation efforts; we must identify them before the project starts. Essen-
tially, we need to be able to analyze first the correlations between the main proj
ect parameters (duration, cost, finish time, and others) and then each task’s 
parameters.

It is important to understand how correlations between different activities 
affect the project. You know, for example, that your supplier may be very busy. 
If your activity is delayed because the components did not arrive on time, other 
activities that use components from the same supplier can also be delayed. Sim-
ilarly, there can be synergies between different projects. These correlations will 
significantly affect the course of each project.

So, when you plan your project, you should determine which project man-
agement activities and procedures would be most effective for that particular 
project. For example, for some teams a 10-minute meeting every morning to co-
ordinate activities is very useful, but in others it can be an utter waste of time. 
In other words, you need to find a correlation between project management ac-
tivities and project results. To do this, you need to:

1.	 Identify which activities have the greatest effect on the project so that 
you can set up your priorities.
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assessment, or the analysis of whether two parameters are related to each other. 
If we use only a small data set, as in this example, it is easy to draw misleading 
conclusions. To understand the correlation between two parameters, you need 
to consider all the available information.

Another interesting observation is that people typically pay more attention 
to events that have negative effects than those that have positive effects, even 
though events with positive effects may yield as much information. For exam-
ple, we pay more attention to events that caused a delay than to events that 
caused the project to be on time. A clear understanding of these positive events 
(opportunities) may be important for the planning of future projects (Nisbett 
and Ross 1980).

Sometimes a small number of samples can skew our judgment about cor-
relations. This situation is very common in project management because the to-
tal number of projects performed by the same organization is usually limited. 
In addition, the personnel involved tend to forget what happened in previous 
projects; the farther back in the past they occurred, the more likely they will be 
overlooked, even if they are more relevant to the current project. For example, 
if you had problems with a supplier twice in the past three projects, this does 
not mean that you need to switch to another supplier. The information you have 
may not be enough to analyze this correlation. First, you need to understand 
the underlying reason for the problems. It might lie with the supplier, or per-
haps your organization’s procurement system has been tardy in sending out its 
purchase orders, causing late delivery of supplies.

Sometimes people tend to find correlations where they do not exist. Psychol-
ogists refer to this phenomenon as illusory correlations (Chapman and Chap-
man 1971). For example, match these two events: a programmer is always late 
for work, and sales of the software she is working on are not doing well. Is there 
any correlation between the two? Most likely not. However, if the manager fo-
cuses a lot of attention on team discipline and sales numbers, he will expect the 
two numbers to be related and will perceive that the slow sales are due to the 
programmer’s inattentiveness.

The opposite phenomenon is invisible correlations—ones that go unnoticed 
because people do not expect them. For example, team members have been 

Table 14-1. Example of Covariation Assessment

Project Deadline 
Missed

Project on 
Schedule

Subcontractor involved in project 8 times 2 time

Subcontractor not involved in project 4 times 1 time

Source: Adapted from Plous 1993.
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revenue is nonlinear, because an increase in fuel costs above a certain level 
does not lead to further reduction in revenue.

Using sensitivity analysis, it is possible to determine which parameters are 
the most important. They are the upper bars of a tornado diagram as well as 
the line with the steepest slope on a spider diagram.

This type of sensitivity analysis is widely used in economic evaluations, 
where a quantitative economic model of the project has been created. Because 
these models can be very complex, tornado and spider diagrams have proven 
to be very useful tools.

Please note one key fact about this type of sensitivity analysis: as with any 
quantitative analysis, the results of sensitivity analysis are “only as good as the 
model.” If the model does not take into account an important parameter, you 
will not be able to see it in a tornado or a spider diagram.

How do you develop low, base, and high estimates for input variables? Why, 
for example, did you select low and high cost estimates as 80% and 120% of the 
base value? In theory, these estimates should come from an analysis of the under
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lying nature of the parameter. But in reality, people usually do not bother to 
learn about the nature of the variable, or the data is simply not available. To get 
their low and high estimates, they just multiply their base estimate by 0.8 and 
1.2, respectively. This is a classic case of anchoring, which almost always leads 
to misleading results.

Sensitivity analysis is one of the quantitative risk analysis techniques rec-
ommended in chapter 11 of the PMBOK Guide.

Quantitative Analysis of Correlations
Suppose that you spent a great deal of time and effort collecting data on how 
the average experience of team members is related to their hourly pay rate, the 
cost of materials, and the total cost of the project. These results can be presented 
in a scatter diagram (see three types in figure 14-4).

Each point on these diagrams represents an actual data sample. Here is what 
we discover:

1.	 In most cases you have to pay more (a higher hourly rate) for more 
experienced team members. There is a positive correlation between the 
two variables.

2.	 Cost of materials has no correlation with team member experience.

3.	 Overall project costs may be reduced with more experienced team 
members. This is a negative correlation. By the way, this is also a classic 
example of an invisible correlation in project management. Managers 
know that experienced workers will cost more, but they don’t want to 
admit that a more experienced team will most likely lower overall 
project costs because they tend to focus on a short-term goal (reduced 
monthly payroll) rather than long-term results.

It is possible to use a number, referred to as the correlation coefficient, to 
define these correlations. The coefficient for a strong positive correlation (higher 
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Question: Can a task be crucial based on cost sensitivity and not crucial 
based on duration?

Answer: Yes. This is a fairly common phenomenon that depends on the 
combination of two factors: uncertainties in cost and duration associated with 
the task, and the task’s position in the project schedule.

The results of your analysis can also be shown using a sensitivity chart 
(figure  14-6). Input parameters are sorted in such a way that variables with 
higher correlation coefficients will be shown on the top of the chart (similar to 
a tornado diagram). In our example, uncertainties in the fixed costs of task 1 
could have the greatest effect on the project’s success. Therefore, task 1 should 
be the first candidate for analysis and risk mitigation.

Correlations between Tasks
Now we have analyzed correlations between project inputs and outputs or the 
main project parameters. This allowed us to determine which parameters are 
the most important to the project. But we also need to analyze how correlations 
between different task parameters can affect the project schedule.

We have discussed how to calculate the correlation coefficient between two 
data arrays. We can also perform an opposite operation where we predefine 

Push and pull here

Measure response here

Figure 14-5. Spring Analogy for Crucial Tasks

Task 1 fixed cost

Task 2 variable cost

Task 4 fixed cost

Correlation Coefficent for Project Cost

–0.25 0 0.25 0.50 0.75 1.0–0.5

Figure 14-6. Sensitivity Chart
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3.	 Using this information, Harry and Marv started to construct a deci-
sion tree. First, they drew a decision node (rectangle) associated with 
their strategic decision—which home they would rob. From this node, 
they drew three branches, one for each alternative.

4.	 Then the two would-be robbers brainstormed to come up with the 
risks and uncertainties associated with each of the three homes. As it 
turned out, they did not anticipate any risks or uncertainties that were 
unique to either home 2 or home 3: the tasks were to pick the lock, 
locate the valuables, and grab the loot. Nice and easy work! However, 
they discovered that in home 1, which contained a larger amount of 
valuables, there was a possibility that a little boy was inside—definitely 
an uncertainty. So, Harry and Marv drew a circle representing an 
uncertainty or chance node on the decision tree. They estimated the 
chance that a boy was inside at 80%.

5.	 Even if the house were inhabited, they could still rob it. Harry and 
Marv believed that if the boy were present, he would be too frightened 
to stop them. So, they drew another circle with two branches repre-
senting the chances that the boy would be either scared or not scared.

Figure 15-1. Applying Decision Analysis to Make a Better Choice
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6.	 They closed each branch with a triangular end node. Harry and Marv 
attached a value to each end node. If the boy was home and not scared, 
the value would be zero, for it would be difficult to get anything out of 
the home without the boy’s raising an alarm. For the other end nodes—
“boy is home and scared,” “boy is not home,” “house 2,” and “house 
3”—the values would be the estimated amount of loot in the home.

7.	 Now that they had set up their decision tree, it was time to calculate. 
They started calculating values from right to left. For each uncer-
tainty node, Harry and Marv needed to calculate an expected value. 
The expected value for the “boy is at home” branch equals: (boy is 
scared) + (boy is not scared). Mathematically, it looks like this: 
($20,000 × 0.8) + ($0,000 × 0.2) = $16,000. As we calculate to the left, 
we can see that the expected value for house 1 equals: (boy is home) + 
(boy is not home), or $16,000 × 0.8 + $20,000 × 0.2 = $16,800.

8.	 Using expected value as their criterion, the decision for Harry and 
Marv is now easy to see. House 1 has the highest expected value, even 
when taking into account the uncertainty associated with the possibil-
ity of the boy’s being in the house.

Here are a few further thoughts regarding the quality of Harry and Marv’s 
decision tree:

•	 Sometimes a number of decisions that rely on each another can be 
made up front. In this case, decision nodes are not confined to the 
beginning (on the left) of the tree, but they can be placed throughout 
the decision tree wherever a decision must be made. For example, 
Harry and Marv might have wanted to see the effect that scaring the 
boy out of the house would have on the expected value.

House 1

Boy is at home

Nobody is at home

20%

80%

Break-in
Strategy

Boy is scared

80%

Boy is not scared

20%

$20,000

House 2

House 3

$0,000

$16,000

$16,800

$10,000

$8,000

$20,000

Figure 15-2. Analysis of Break-In Strategy Using a Decision Tree
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•	 If a project is large and complex, like the construction of a highway, 
project managers prefer to delegate the decision analysis to a business 
analyst in the strategic planning department, or to hire a consultant.

It is important to remember that as soon as you have to make a decision that 
depends upon other decisions, it is not trivial, and that a purely intuitive solu-
tion may lead to mistakes. In these cases, decision trees will help you to make 
the right decision.

Here is another observation related to the use of decision trees in organ
izations: as with all quantitative methods in project decision analysis, decision 
trees rely on the valuation model of the project. In most cases, project managers do 
not create a valuation model specifically for a decision tree analysis; they already 
have too many other issues to worry about. But if they already have this model, 
which in many cases is the project schedule, it is easy to convert the model into a 
decision tree using available software tools (see appendix A). With this in mind, 
project managers should not have any reasons—excuses, maybe—not to use deci-
sion tree analysis for small and medium-sized projects, since the process provides 
a great deal of value for a little additional effort. Let’s see how this conversion works.

Converting Project Schedules into Decision Trees
Let’s assume that your project schedule includes several alternatives (figure 15-3). 
If one project scenario depends on another scenario, the number of potential 
alternatives can be substantial. It is always easier to use one project schedule for 
multiple alternatives than to create separate schedules. Value measures for a 
project schedule can be cost or duration.

Here is how the conversion from a project schedule to a decision tree works:

First, create a project schedule that contains alternative scenarios. These can 
be represented by different parallel paths through the schedule. Different paths 
of a project schedule are the result of branching when a predecessor activity has 
more than one successor activity.

1

2

3

4

5

6

7

8

45%

55%

Figure 15-3. Project Schedule to Be Converted to a Decision Tree
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two choices: disassemble a major section of the reactor, or examine many little 
sections of the reactor one at a time. In either scenario, it would cost millions of 
dollars, because of the lengthy downtime. So, before starting the investigation, the 
project management team invited a guru (translation: a consultant), hoping that 
he could pinpoint the cause of the breakdown faster.

The guru walked around the reactor a couple of times and soon became interested 
in a particular section of it. He pulled out a small hammer, tapped lightly on 
the reactor, and listened intently. After a few more minutes of tapping and listen-
ing, the guru turned around and said, “Cut a small opening here and replace the 
pipe.” A supervisor quickly put some workers on the task, although he was skepti-
cal and thought the whole process a bit odd. (But remember the first rule: never 
question a guru!) Much to the astonishment of the supervisor and the rest of the 
management team, this almost miraculous fix had the reactor up and running 
at full capacity the very same day. The plant manager was extremely happy. 
“What is this going to cost me?” he asked the guru. “One million dollars,” the guru 
replied.

The manager protested: “One million dollars for hitting the reactor with small 
hammer?” “No, hitting the reactor only costs you one dollar. The other $999,999 
is for saving you at least triple the amount that you would have spent if you had 
gone ahead with your original plans,” answered the guru.

The guru had calculated the value of the information he provided, which 
was the amount of money that was saved through his investigation. His con-
cept of the value of information is extremely important in project management, 
especially when answering questions such as these:

•	 Should you spend the time and money to create a prototype of a new 
device?

Tasks 2,3

Task 4

Task 5,6,7
45%

Task 8
55%

Task 5,6,7

45%

Task 8
55%

Task 1

Figure 15-4. Results of a Schedule-to-Decision Tree Conversion
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•	 Should you perform additional testing of a software or hardware 
component to ensure its reliability?

•	 Should you buy new software to perform a more detailed analysis?
•	 Should you hire a consultant to solve a complex problem?

Here is how the value of information is calculated. Harry and Marv want 
to break into a house, but do not know exactly how much money is inside. It 
can be a “loaded home” worth $20,000 (80% probability) or worth nothing (20% 
probability). For the other houses, Harry and Marv already know with 100% 
certainty that they would take $10,000 from house 2.

Recognizing the uncertainty around the target home, Harry and Marv de
cided to get additional information. If you saw Home Alone (spoiler alert!), you 
will remember that Harry visited the homes before Christmas, dressed as a po-
lice officer. But before he did this, they needed to estimate whether it made 
sense to get this information. First, Harry needed to procure a police uniform; 
in addition, visiting the homes impersonating a police officer could increase the 
chance that they would be discovered. So, Harry and Marv constructed the de-
cision tree shown in figure 15-5. They had three alternatives:

1.	 Break into house 1. Expected value will be $0,000 × 0.2 + $20,000 × 0.8 
= $16,000.

2.	 Break into house 2. They know for sure that they can get $10,000.

3.	 Get additional information about house 1.

If Harry goes to house 1 and acquires the additional information, he may 
find that the probabilities are 80% “loaded” and 20% nothing. If the first house 
has nothing, it would be wise to break into the second house instead and get a 

House 1

Nothing is there

"Loaded home"

80%

20%

Break-in
Strategy

House 2

$16,000

$10,000

$20,000

$0,000

Obtain new
Information

Based on observation
nothing is there

Based on observation
"loaded home"

break in House 2

break in House 1

$10,000

$20,000

20%

80%

$18,000

Figure 15-5. Analysis of Value of Perfect Information for Break-In Strategy
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with the bureaucracy of the transit authority, the owner of the project. Normal 
contingency factors in the industry are about 10%. The lack of the completion is 
also a major problem, leading to cost overruns.

When cost overruns and delays of these proportions occur, two questions 
need to be asked:

1.	 Why did it happen?

2.	 What do we do next?

Nothing is certain in our world, of course, and this especially includes proj
ect durations, finish times, costs, and other parameters. Therefore, it was never 

possible at the beginning to say that 
the East Side Access construction 
would cost exactly $11.1 billion. Re-
member that originally it was esti-
mated to be three times less. What 
we could say was that there was a 
chance that the project would end up 

costing $12 billion, given all issues related to this project. By knowing the 
actual range of possible final costs, it would be possible to focus on mitigating 
factors that lead to cost overrun.

The chance that the project will be 
completed on time and within budget 
is one of the most important indicators 
for decision-making.

Figure 16-1. Starting Point for the Four Tunnels of East Side Access in Queens  
(Photo by Metropolitan Transportation Authority/Patrick Cashin)
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anchor, which will skew our ability to accurately estimate task or 
project durations (see chapter 13).

To address these and other challenges, additional analytical approaches have 
been developed. But before we can discuss them, we need to give a quick over-
view of some basic concepts that are used with these methods.

Statistical Distributions
Many people have difficulty when reading maps. Maps are an abstraction of the 
real world, and these individuals are unable to mesh the abstract (map) with 
the concrete (the actual landscape) and then place themselves in it. A similar 
situation can occur with statistical distributions. Many project managers are fa-
miliar with the concept of statistical distributions, perhaps from having taken 
a basic course on probability and statistics, yet they are unable to tell anyone 
(including themselves) how it actually works or its practical application. If you 
find yourself in this group, here is a quick primer.

Let’s assume that you are trying to analyze the duration of the activity “in-
stall kitchen sink.” Depending on the type of sink, configuration of pipes, and 
other factors, it can take varying lengths of time. If you’ve already installed 20 
sinks and recorded the duration each time, you can develop a record of the task 
durations, such as that in table 16-1.

You can actually represent this information as a chart, with duration on the 
horizontal axis and frequency on the vertical axis. The chart, called a frequency 
histogram, can also display the probability for certain durations (see figure 16-2).

A statistical distribution is an arrangement of values showing their frequency 
of occurrence. You may redraw this chart in another format. For each point of 
the chart, you can add up all frequencies (probabilities) associated with all points 
on the left of the selected point. This is how we calculate cumulative probabil-
ity, and the chart is called a cumulative probability plot. These manipulations 
allow us to determine the probability associated with a certain value.

Table 16-1. Activity Duration on Different Trials

Duration of the activity 
“install kitchen sink” Occurrences

Probability:  
Number of occurrences 

divided by total number of 
installations (20)

Between 0 and 0.5 hour 2 2 ÷ 20 = 0 .1 (10%)

Between 0.5 and 1 hour 10 50%

Between 1 hour and 1.5 hours 5 25%

Between 1.5 and 2 hours 3 15%
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For example, what is the probability that the duration will be 1.2 hours? 
Look at figure 16-3. To find the probability, locate the duration 1.2 hours on 
the horizontal axis and draw a line up to the solid line. Then draw a straight 
line to the right to find the probability, which in this example equals 85%. Un-
fortunately, cumulative probability plots can be confusing. They do not help 
us understand the interval for the parameter in question (in this case, task 
duration). It is only useful if we draw lines and get a probability, as shown in 
figure 16-3.

If you have an empirical data set, you can create an irregular or spiked dis-
tribution curve, and you may then want to make this distribution smoother by 
using one of the continuous distributions. Continuous distributions are defined 
by different mathematical formulas. A continuous distribution is usually a bet-
ter reflection of the nature of the real-life data, because it has a continuum of 
possible outcomes. While there is a large list of different continuous distribu-
tions, only a few of them are used in project management (figure 16-4).
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Among them are:

•	 Uniform. There is an equal probability that the parameter will be 
within a certain range.

•	 Triangular. The parameter is estimated using minimum, maximum, 
and most likely estimates. Minimum and maximum are not optimistic 
and pessimistic estimates; they are extremes.

•	 Normal. This is a symmetrical distribution that occurs very often in 
business and in nature. But be aware that this distribution is un-
bounded, which means that it spreads to infinity from both ends; in 
project management analysis, it needs to be used with some type of 
cutoff to remove the infinities.

•	 Lognormal. This is a positively skewed (non-symmetrical) distribution, 
meaning that it has a longer tail to the right.

•	 Beta. This is a bounded distribution, which uses a mathematical formula 
that includes two coefficients. By changing these coefficients, beta distri-
bution can take a variety of shapes; it can be symmetrical or non-
symmetrical. The PERT formula was derived using a beta distribution.

In addition to distributions that are defined by recognizable mathematical 
formulas, most software tools will allow you to create your own custom distri-
butions. All that is required is data, which in this case is the frequency of oc-
currence for a certain value. For example, you can enter the distribution shown 
on figure 16-2 and use it for further analysis. Moreover, if you have empirical 
data, you can find known statistical distributions that can fit to this data. Nu-
merous software tools will help you to choose the best fit among different types 
of distributions for your data.

When most people think about statistical distributions, the first thing that 
comes to mind is an image of a chart. But remember that statistical distribu-
tions are really only an arrangement of values, and many parameters can be used 
to analyze the distribution. The most important parameters are:

•	 Mean—a mathematical average, calculated as the sum of variable 
values for all the trials divided by the number of trials.

•	 Standard Deviation—a measure of how widely dispersed the values are 
in a distribution. The greater the standard deviation, the more uncer-
tainty is associated with the parameter.

Normal Triangual Uniform

Figure 16-4. Different Continuous Statistical Distributions
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new set of values from the statistical distribution. Each separate run is 
called a trial. After you have calculated and saved the results of hun-
dreds of trials, you will now have a distribution of project parameters, 
which you can represent on a chart similar to charts shown in fig-
ures 16-2 and 16-3.

Luckily, you don’t have to perform all these calculations manually; there are 
many software tools specifically designed for this task (see appendix A). Your 
job is to define the distributions for input parameters and analyze the results.

Here is a more concrete example. Assume that you have a project with three 
tasks (figure 16-5). The duration of the first task is defined by a normal distri-
bution (with a mean of four days), the duration of the second task is defined by 
a uniform distribution (between three and seven days), and the duration of the 
third task is deterministic (always four days).

For this example, we will run only 20 trials. We use a sampling to get the 
duration distributions for tasks 1 and 2. Take a look at table 16-2. For task 1, we 
know that durations between three and five days occur more frequently than 
other durations because that is where the peak of the distribution curve, or the 
hump, appears. For task 2, because it has a uniform distribution, all durations 
are equally distributed between three and seven days. For each trial, we add up 
all the task durations to get the project duration. Results are displayed in a histo-
gram. As you can see, the histogram for the project duration also has a hump due 
to task 1’s normal distribution.

4 5 6321 7 7 82 3 654 1 4 5 632 7

8 9 10 11 12 13 14 15 16

1
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Task 1

Task 2 Task 3

Figure 16-5. Monte Carlo Simulation Process
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Using the data from the 20 trials, we can now calculate all the probabilistic 
project parameters, including the mean (in this example it is 12.185 days), stan-
dard deviation, and different percentiles.

Which Distribution Should Be Used?
The distribution you choose for your project schedule can be based on an analy
sis of the historical data related to this parameter. For example, if the task oc-
curred regularly each time, you can measure the duration of the task, which can 
then be used to define the distribution.

Unfortunately, historical data simply doesn’t exist for many projects. In 
chapter 13 we learned how to elicit expert judgment related to probabilities of 
events. Now let’s see how expert judgment can help us define statistical distri-
butions. The probability method (Goodwin 2014) helps to mitigate the negative 
effects of anchoring, including insufficient adjustment:

1.	 Ask an expert to establish a range of values for the parameter.

2.	 Ask an expert to imagine a situation that could lead to values’ lying 
outside the range, and then revise the range if necessary.

3.	 Divide the range into four to seven intervals, and for each interval ask 
the expert to assess whether he or she can increase or decrease that 
value. For example, an expert estimated that the duration range is 
between five and ten days. Ask the expert, “What is the chance that the 
duration is less than six days?” Then ask, “What is the chance that the 

Table 16-2. Monte Carlo Simulation Results

Trial Task 1 Task 2 Task 3 Project Trial Task 1 Task 2 Task 3 Project

1 1.2 3.5 4.0 8.7 11 4.8 3.1 4.0 11.9

2 4.0 2.8 4.0 10.8 12 4.2 4.9 4.0 13.1

3 2.5 4.0 4.0 10.5 13 3.9 5.5 4.0 13.4

4 3.0 6.0 4.0 13.0 14 2.3 5.1 4.0 11.4

5 3.5 4.4 4.0 11.9 15 5.8 3.1 4.0 12.9

6 4.2 3.9 4.0 12.1 16 3.4 3.9 4.0 11.3

7 3.8 6.2 4.0 14.0 17 4.6 3.7 4.0 12.3

8 4.4 4.4 4.0 12.8 18 3.7 4.8 4.0 12.5

9 2.1 5.9 4.0 12.0 19 3.9 3.5 4.0 11.4

10 4.1 5.8 4.0 13.9 20 4.3 5.5 4.0 13.8
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DEADLINES
If a task reaches a certain deadline and is unfinished, one of the results can be 
that the task or project will be canceled. But we do not know whether the proj
ect will reach the deadline or what the chance is that the deadline will be missed. 
Monte Carlo will help you answer this question, because it is easy to count the 
number of trials in which the deadline is missed.

CONDITIONAL BRANCHING
Let’s assume that your project schedule includes two different branches repre-
senting two different alternatives. Conditional branching allows the project to 
branch from one task to another under certain conditions. For example, the task 
duration is six days +/− two days (figure 16-6). If the task is completed within six 
days, one project scenario will be selected, but if it is completed after six days, 
the other alternative will be selected. These types of conditions can be based 
not only on duration but also on finish time, cost, and other parameters.

PROBABILISTIC BRANCHING
You can also use probabilistic branching, which allows the project to branch 
from one task to another task or group of tasks as part of the simulation pro
cess. For example, there is a 50% chance that one branch will be selected and a 
50% chance that another branch will be selected.

CHANCE OF TASK EXISTENCE
If you use both probabilistic and conditional branching, some alternatives will 
be executed in one trial but not in another. Therefore, you can count how many 
times the task was executed. This is the chance that the task will be executed or 
is not canceled during project execution.

Is Monte Carlo the Ultimate Solution?
The development of PERT and Monte Carlo represented major steps forward in 
project decision analysis. By understanding the historical trends for the costs 
of fuel, labor, and raw materials, and by accurately forecasting these costs into 

In essence, Monte Carlo allows a 
manager to model a huge number of 
combinations of project scenarios as 
part of one straightforward process.

6 days

If duration <= 6 days

If duration > 6 days

Figure 16-6. Conditional Branching
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•	 Tesla lacked enough space for Model 3 production at each factory in 
Fremont, California, and had to assemble some cars under a giant tent.

•	 Tesla Model 3 relies on batteries produced at what the company calls 
Gigafactory 1, which itself is an extremely complex engineering project. 
Because Gigafactory 1 and Model 3 are part of the same supply chain, 
any issues on Gigafactory 1 could cause delays with the Model 3 
assembly.

•	 In May 2018, Consumer Reports’ Model 3 testing found “big flaws—such 
as long stopping distances in our emergency braking test and difficult-to-
use controls,” which caused it to not recommend the car. Tesla responded 
a few days later (over a weekend), then released an over-the-air (OTA) 
software update to fix the problem. Consumer Reports was impressed 
and changed its rating to a recommended model.

Normally, when you create a new project, you spend a lot of time and effort 
creating a well-balanced schedule and trying to take into account every possi
ble scenario and risk. Unfortunately, 
as soon as you start implementing 
your plan, something occurs that in-
stantly makes your schedule obsolete. 
This “something” is an unpredict-
able event. As a result, you have to 
either revise your schedule signifi-
cantly or create a new one. So, you choose one of these actions, and then an-
other unpredictable event occurs. This can happen again and again, leading 
you to believe that scheduling is not only a futile exercise but also an entirely 

Event chain methodology helps predict 
the course of the project by analyzing 
relationships between different project 
events.

Figure 17-1. Tesla Model 3 (Photo by Smnt)
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•	 Event assignment. Events can affect tasks, resources, lags, the calendar, 
and other project parameters.

One of the most important properties of an event is the actual moment when 
it occurs during the course of an activity, called the moment of event. In most 
cases, the moment when the event occurs is probabilistic and can be defined by 
using a statistical distribution.

The most likely moment of occurrence for a risk event is somewhere in the 
middle of an activity. The moment of event is important for two main reasons:

1.	 Often, the impact of the event depends on when it occurs. The moment 
of the event can affect whether an activity will be restarted or canceled.

2.	 The probabilistic moment of an event is significant when you are 
adjusting the duration or cost of an activity in an attempt to track 
actual performance.

Events can have both negative (threat) and positive (opportunity) effects on 
a project. For example, there is a chance that a component can be delivered more 
quickly than was originally planned.

Similarly, resources, lags, and calendars may have different grounded and 
excited states. For example, the event “Bad weather condition” can transform a 
calendar from a ground state (5 working days per weeks) to an excited state: non-
working days for the next 10 days.

Statistical distribution for moment of event

Event 1 Event 2

Ground
State

Excited State 1 Excited State 2

Excitation

Figure 17-2. Moment of a Single Event
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Each state of activity, in particular, may subscribe to certain events. This 
means that an event can affect the activity only if the activity is subscribed to 
this event. For example, an assembly activity has started outdoors. The ground 
state the activity is subscribed to is the external event of “Bad weather.” If “Bad 
weather” actually occurs, the assembly should move indoors. This constitutes 
an excited state of the activity. This new excited state (indoor assembling) will 
not be subscribed to the “Bad weather”: if this event occurs, it will not affect the 
activity.

PRINCIPLE 2: EVENT CHAINS
Some events can trigger other events or transform an activity to another state. 
In this case, the series of risk events together forms event chains (figure 17-3). 
These event chains can significantly affect the course of a project by creating a 
ripple effect throughout the project.

Here is an example of an event chain’s ripple effect:

1.	 A change in the requirements of a project causes the delay of activity A.

2.	 To accelerate the activity, the project manager diverts resources from 
activity B.

3.	 Diversion of resources causes deadlines to be missed on activity B.

4.	 Cumulatively, this reaction leads to the failure of the whole project.

Event chains can be defined in several different ways. For example, a single 
event can be defined as “a change in the probability of a particular risk.” In this 
case, one event triggers another event. For example, a drop in hydraulic pres-
sure in an airplane’s landing gear pump during one activity (cruising) will in-
crease the probability that the landing gear will not open during the next activity 

Activity 1

Activity 2

Activity 3

Activity 4

Event 3

Event 2

Event 1

Figure 17-3. Connected Events Forming a Chain
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(landing). Another way to define event chains is to use an event “start another 
task” or “execute mitigation plan.”

PRINCIPLE 3: EVENT CHAIN DIAGRAMS
Event chain diagrams are visualizations that show the relationships between 
events and tasks and suggest how the events affect each other. The chains are 
presented as arrows associated with certain tasks on the Gantt chart. Here are 
a few important rules about how to create and interpret diagram:

•	 Event chains diagrams present events as arrows on the Gantt charts.
•	 Arrows pointing down are threats. Arrows pointing up are opportuni-

ties (figure 17-4).
•	 Issues are shown as an arrow within a circle. Color of issue arrows is 

red (or dark in this book’s illustrations).
•	 Closed or transferred risks are shown using dashed lines. Color of 

arrow is white (or light). Closed issue is shown in the circle with dashed 
border line (figure 17-5).

•	 Excited states are represented by elevating the associated section of the 
bar on the Gantt chart.

•	 Colors represent the calculated impact of the risk. Higher impacts are 
red or a darker shade. Low impacts are green or a lighter shade. The 
size of the arrow represents probability.

•	 Event chains are shown as lines connecting arrows depicting events 
(figure 17-6).

•	 Correlation coefficients between two events are shown on the line 
connecting the arrow.

•	 Event chains may trigger another activity. In this case, event chain lines 
are connected with the beginning of the activity using an optional 
arrow (figure 17-7).

Threat 

Both Threat
and
Opportunity

Opportunity

Activity

Figure 17-4. Threats and Opportunities
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•	 Event chains may trigger a group of activities. In this case, this group of 
activities will be surrounded by the box or frame and the event chain line 
will be connected to the corner of the box or first activity within a frame.

By using event chain diagrams to visualize events and event chains, the 
modeling and analysis of risks and uncertainties can be significantly simplified.

PRINCIPLE 4: ANALYSIS USING MONTE CARLO SIMULATIONS
Once events and event chains are defined, you can perform Monte Carlo simu-
lations to quantify the cumulative impact of the events. Probabilities and 

Statistical distribution
for moment of risk

State: New Information
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transferred
risk

Closed
issue

Risk

Issue

Figure 17-5. Risks, Issues, Transferred Risk
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Figure 17-6. Event Chains
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impacts of events are used as input data for a Monte Carlo simulation of the 
project schedule. In most real-life projects, even if you have defined all the pos
sible risks you can think of, some uncertainties or fluctuations will always crop 
up in duration and cost. To take these fluctuations into account, you can define 
distributions related to task duration, start time, cost, and other parameters, 
in addition to the list of events. Just remember that these statistical distribu-
tions cannot be related to the events that you have identified. If they are, you will 
cause a double-count of the project’s risk.

PRINCIPLE 5: CRITICAL EVENT CHAINS
Single events or event chains that have the most potential to affect a project are 
the critical events or critical event chains. By identifying critical events or crit-
ical event chains, we can mitigate their negative effects. These critical event 
chains can be identified through sensitivity analysis and by analyzing the cor-
relations between the main project parameters, such as duration and cost, and 
event chains. Critical events or critical event chains can be visualized using an 
Event chain diagram (see double line for Event Chain 2 on figure 17-6).

PRINCIPLE 6: PROJECT CONTROL WITH EVENT AND EVENT CHAINS
Monitoring an activity’s progress ensures that updated information is used to 
perform the analysis. During the course of the project, the probability and time 
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Figure 17-7. Activity Triggered by Event Chain
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of the events can be recalculated, based on actual data. The main reason for 
doing performance tracking is to forecast an activity’s duration and cost if the 
activity is only partially completed and if certain events are assigned to the ac-
tivity. Event chain methodology automatically reduces the risk probability and 
impact, based on the percent of work completed. Advanced analysis can be per-
formed by using a Bayesian approach. It is possible to monitor the chance that 
a project will meet a specific deadline. This chance is constantly updated as a 
result of the Monte Carlo analysis. Critical events and event chains can be dif
ferent at the various phases of the project.

Monitoring the progress of activities ensures that updated information is 
used to perform the analysis. While this is true for all types of analysis, it is a 
critical principle of Event chain methodology. During the course of the project, 
by using actual performance data you can recalculate the probability of occur-
rence and moment of events. You can then repeat your quantitative analysis and 
generate a new project schedule with updated costs and durations.

But what should you do if the activity is only partially completed and cer-
tain events are assigned to the activity? If the event has already occurred, will it 
occur again? Or if nothing has happened, will it happen?

You can use a number of techniques to solve this problem. The simple heu-
ristic approach to this problem is to base your analysis on an examination of 
the distribution of the moment of event, which is one of the event parameters. 
More sophisticated methods are based on application of the Bayes theorem.

Event Chain Methodology Phenomena
A number of phenomena are commonly associated with Event chain methodology.

REPEATED ACTIVITIES
Sometimes events can cause the restart of an activity that has already been com-
pleted. This is a very common scenario for a project; sometimes a previous ac-
tivity must be repeated, based on the results of a succeeding activity (figure 17-8). 

Event Chain

Start Activity 1
again

Event
Activity 1

Activity 2

Figure 17-8. Repeated Activity
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Modeling of these scenarios using Event chain methodology is quite simple. The 
original project schedule does not need to be updated because all that is required 
is to define the event and assign it to an activity that points to the previous ac-
tivity. Still, a limit to the number of times an activity can be repeated needs to 
be defined.

EVENT CHAINS AND RISK RESPONSE
Risk-response efforts are considered to be events, which are executed if an ac-
tivity is in an excited state. Risk-response events may attempt to transform an 
activity from an excited state to the ground state.

If an event or event chain occurs during the course of a project, it may re-
quire risk-response efforts. In some cases, risk-response plans can be created. 
Risk-response plans are an activity or group of activities (small schedule) that 
augment the project schedule if a certain event occurs. Risk-response plans can 
be defined as a part of the original project schedule and to be executed only 
under certain conditions. However, in these cases, the project schedule may be-
come very convoluted due to multiple conditional branches, which significantly 
complicates the analysis. Event chain methodology offers a solution: assign the 
risk-response plan to an event or an event chain. These small schedules are 
executed when an event or event chain occurs.

Each response plan has an entry point and exit points, as shown in figure 17-9. 
As a result, the original project schedule and the project schedule with simula-

Event 1

Entry point Exit Point

Risk-Response Plan

Risk Response
is completed

Activity moved to lower state after
execution of response plan

Activity is in excited
state after Event 1Event: Execute

Response Plan

Event Chain: Event 1 triggered a response event after some time

Figure 17-9. Execution of Response Plan
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asteroid and plant a nuclear bomb in it. How long will it take for them to com-
plete the drilling, and what is the chance that the drilling will be completed be-
fore it is too late? Everything depends on what could happen during their trip 
to the asteroid and during the drilling itself. Let’s follow our workflow and try 
to find the answers to our questions.

1.	 Let’s assume that we have only one activity: drilling. We estimate that 
it will take 20 hours if everything goes as planned. If the drilling 
cannot be completed in a more extended 30 hours, a calamity will be 
imminent. Even with one activity, it is difficult to estimate what will 
happen if there are multiple risk events with different probabilities, 
impacts, and times.

2.	 We need to organize a brainstorming meeting among experienced 
asteroid drillers (a very select group, as you can imagine). Everybody 
who has drilled at least one hole in an asteroid will identify the major 
risks, listed in table 17-1.

3.	 Now we can perform a Monte Carlo simulation. An event chain 
diagram and the results of the Monte Carlo simulation are shown in 
figure 17-11. The actual duration of the drilling can be somewhere 

Figure 17-10. How Long Will It Take to Drill a Hole in the Asteroid?
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between 20 hours and 43.6 hours. The mean duration is 23.5 hours. 
The chance that the drilling will be completed in 30 hours (essentially, 
a chance of Earth’s survival) is 86%, a pretty hopeful result.

Event Chain Methodology and Mitigation  
of Psychological Biases
The main advantage of using Event chain methodology is that it can greatly 
lessen the negative impact of psychological biases related to estimation of proj
ect uncertainties.

1.	 The task duration, start and finish times, cost, and other project input 
parameters are influenced by motivational factors, such as total project 
duration, to a much greater extent than events and event chains. This 
occurs because events cannot be easily translated into duration, finish 
time, and cost. For example, your management has imposed an unre-
alistic deadline, and you are pressured to fit your project schedule into 
a very short window with limited resources. The first thing you do is 
reduce durations of tasks even if there is no logical basis for doing it. 
With Event chain methodology, you can use an optimistic schedule 
and then apply the risk breakdown structure that you created sepa-
rately. It will allow you to assess how the project’s risks and uncertain-
ties affect your original estimates.

2.	 Event chain methodology relies on the estimation of duration based on 
focused work on an activity and does not necessarily require low, base, 
and high estimates or statistical distributions; therefore, it minimizes 
the negative effect of anchoring.

3.	 The probability of events can be easily calculated based on historical 
data, which can mitigate the effect of the availability heuristic. You 
can use a relative frequency approach. To calculate the probability, 
take the number of times an event actually occurred in previous 
projects and divide it by the total number of situations in which the 

Table 17-1. Risks Associated with Drilling into an Asteroid

Risk Probability Impact

1 Problem with landing on the asteroid or 
delay with finding a drilling site

20%  
40%

Delay of 4 hours  
Delay of 2 hours

2 Problem with drilling in unknown geological 
conditions

25% Restart drilling
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event could have occurred. In a classic Monte Carlo simulation, 
the statistical distribution of input parameters can also be ob-
tained from the historical data; however, the procedure is more 
complicated.

4.	 Compound events can be quite complex, but you can easily break them 
down into smaller events. Information about these small events can be 
supported by reliable historical data, which mitigates the effect of 
biases in the estimation of probability and risk.

Work Breakdown Structure + Risk Breakdown 
Structure + Analysis = Event Chain Methodology
The elegance of Event chain methodology is that it includes a well-defined math-
ematical model of uncertain projects that is available in many software appli-
cations. We project managers define project schedules and risk lists or risk 
breakdown structures as part of our standard project management process. So, 
why don’t we use this data to analyze our projects and get to the central ques-
tion of project risk management? In other words, if an event occurs, how will it 
affect project duration and cost?

After all this explanation, the question still remains: Does Event chain meth-
odology lead to better project management? We can answer with a qualified 
“yes.” The methodology does provide us with a much simpler means of model-
ing project uncertainties. It also allows us to mitigate psychological biases re-
lated to estimation, and as a result it provides superior forecasts and project 
tracking. With Event chain methodology, if you properly define your project 
risks and uncertainties, your project schedule will be much more robust—and 
ultimately you will make better project decisions.
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Figure 17-11. Project: Drilling a Hole in the Asteroid
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statistical distributions associated with different projects on the same chart, as 
shown in figure 18-2. You can clearly see that the revenue for alternative A is 
lower (the mean is only $115,000), but the risk is also lower than that in alterna-
tive B. The distribution for alternative B is much wider than that for alternative 
A. Looking at this report, a decision-maker can easily compare the risk profiles 
of both projects.

Figure 18-1. What Is the Probability of Rain?
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Figure 18-2. Comparison of Two Project Alternatives



200	 Quantitative Analysis

The same type of chart is useful if you want to visualize the chance that 
revenue (or cost, duration, or other parameters) will be less or greater than a 
certain value. For example, draw a vertical line at $80,000 revenue, then com-
pare areas of the chart to the left of the line. You will clearly see that the chance 
that alternative A would yield revenue below $80,000 is greater than that for 
alternative B.

Another useful tool is shown in figure 18-3. Look at its components:

•	 The vertical axis of this chart represents revenue, but it can also repre-
sent cost, duration, or other project parameters.

•	 The horizontal axis represents the risk associated with revenue as a 
result of quantitative analysis. If we have the statistical distribution, it 
will provide some statistical parameters, such as standard deviation 
and percentiles (P10, P90, P99). These parameters can be used as a mea
sure of risk.

•	 Each circle represents a project alternative.
•	 The diameter of each circle represents an additional parameter for the 

alternative. For example, if the chart shows cost versus the risk associ-
ated with that cost, the diameter could represent the duration of the 
alternative.

To illustrate how you can evaluate a project alternative using this chart, split 
the area into three zones:

•	 High revenue and low risk (Alternative A). It is always nice to see 
one of the alternatives in this zone; unfortunately, often this is an 
indicator that some risk factors have not been accounted for in the 
alternative.

Risk Associated with Revenue
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D

Figure 18-3. Risk vs. Return Chart
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•	 Balanced revenue and risk (Alternatives B and C). High revenue is 
associated with high risk; low revenue is associated with low risk.

•	 Low revenue and high risk (Alternative D). The alternatives with this 
combination of risk and return should be the very first candidates for 
rejection.

This chart is also quite useful as a reality check. If an alternative seems too 
risky to be placed in the low-risk zone, it might mean that something is amiss 
with the data used in the quantitative analysis.

Another way to present alternatives is to combine them on a Gantt chart. 
Such a chart can also be used to represent the project schedule both with and 
without risks and uncertainties (figure 18-4). A project schedule without risks 
and uncertainties, even it is not realistic, creates a good reference point for the 
analysis. In this example, you can see that risk and uncertainties significantly 
extend the project duration.

Presentations Must Have Meaning
Have you ever been in a meeting where the presenter used a PowerPoint slide 
containing a table with hundreds of numbers? The presenter usually shows a 
tiny number (usually cost) somewhere in the middle of the table, which is then 
used to prove the point he wants to make. After pausing for only a moment, he 
moves quickly along to his next slide, believing that this dramatic use of num-
bers will impress upon his audience the thoroughness of his analysis. That quick 
transition might have left you a little befuddled, because you were not quite sure 
what that number actually indicated. But because everyone else was smiling and 
slowly nodding their heads, you remained silent—you did not want to be the 
only one in the meeting too dim not to grasp the significance of the numbers. 
So, you just nodded your head like the others. Well, guess what? No one else 

Project Schedule Without Risks and Uncertainties

Project Schedule With Risks and Uncertainties

Figure 18-4. Gantt Chart that Combines Schedules with and without Risks
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Consider a report that there is little chance of a terrorist attack against the 
American embassy in Cairo at this time. If the ambassador’s preconception is 
that there is no more than a 1-in-100 chance, she may elect not to do very much. 
If the ambassador’s preconception is that there may be as much as a one-in-four 
chance of an attack, she may decide to do quite a bit. The term “little chance” is 
consistent with either interpretation, and there is no way to know what the 
report writer meant.

To illustrate the point, Heuer described an experiment with 23 NATO mil-
itary officers working with intelligence reports. They were given a sentence be-
ginning with “There is a little chance that. . . .” They were asked to assign a 
percentage to each verbal expression of uncertainty. The experiment showed a 
wide disparity in interpretation of these words. We did our own informal ex-
periment with some engineers to see how their perception of uncertainty dif-
fered from that of the NATO officers. We asked 23 engineers involved in oil and 
gas projects to answer similar questions. Overall, our results were similar to 
Heuer’s (figure 18-5).

Regardless of the area in which we work, our perception of uncertainty, 
when expressed in words, is very similar. The ranges associated with the answers 
are very high. To check it out, you can do this experiment in your organization.

Some industries have strict guidelines for what specific terms mean. 
For example, the oil and gas industries have well-defined classifications for 
both proven and possible reserves. In most industries, however, such guide-
lines are not available. If you are an analyst and need to express probabili-
ties, try to use numbers rather than words. If you are a decision-maker who 
reads the reports, ask the analyst what “little chance” or “almost no chance” 
means.

The Power of Fear
In September 2006, the architect Nodar Kancheli gave an interview to a Moscow 
radio station. Shortly before the interview, he had been granted amnesty from 

Table 18-1. Example of the Report Table: Comparison of Revenue  
for Two Projects

Project A Project B

Deterministic (no risks and uncertainties) $100,000 $120,000

With risks (low estimate) $70,000 $100,000

With risks (mean) $115,000 $150,000

With risks (high estimate) $150,000 $200,000
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charges of criminal negligence, stemming from mistakes he had made in the 
design of a large Moscow water park. In 2004 the roof of the water park collapsed 
and caused the deaths of 28 people. During the interview, Kancheli mentioned 
that there was a remote chance that the roof of Moscow’s largest arena could also 
collapse during an upcoming Madonna concert because of the vibrations from the 
powerful speakers. We are sure that Kancheli was not trying to panic the public, 
but the media took his words out of context and broadcast them repeatedly over 
the next couple of days. Due to the engineer’s notoriety from the previous collapse, 
he had some credibility (at least in the eyes of the public) as an expert in collaps-
ing structures, which boosted this to become a major news story in Moscow. De-
spite this “expert’s” ominous warning, Madonna’s concert merely “raised the roof” 
rather than collapsing it.

Sometimes we may report that there is a very small chance that a major or 
catastrophic event will occur. Some difficulties arise whenever we do this. First, 
we cannot actually comprehend probabilities on such a small scale. For exam-
ple, if the chance of fire is 0.01% or 0.001%, what does that mean? Do you feel 
any more trepidation due to the higher probability of the former, compared to 
the latter? Probably not, because both probabilities are so small that they will 
have no significant impact upon your actions, although the first one is 10 times 
more likely than the second. On the other hand, you would surely appreciate 
the difference between a 6% chance and a 60% chance.

Let’s assume that you have a report on your desk indicating a remote chance 
of some calamitous event. The report does not provide any concrete action plans, 
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Figure 18-5. Perception of Verbal Definition of Uncertainty
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With this approach, you convert all your criteria into dollar equivalents. 
The problem is that this type of accounting does not always work. For example, 
as of 2011, the Environmental Protection Agency set the value of a human 
life at $9.1 million. The Food and Drug Administration put it at $7.9 million, 
while the Department of Transportation figure was approximately $6 million 
(Partnoy 2012). These numbers are used in decision-making performed by 
these agencies, in particular deciding how much money they should be willing 
to spend to save a person from dying.

How much do you think your own life is worth? Are you worth more or 
less than your manager? Clearly, it is difficult to come up with some cost esti-
mates, especially for criteria like the value we put on a human life that every
one will agree with.

2.	 Use special models and methodologies to combine criteria of a 
different nature.

Health, safety, environment, job satisfaction, corporate cultures—these are 
criteria that are used to make project decisions but are extremely difficult to con-
vert to monetary equivalents. After you identify and rank these criteria, you 
must come up with a formula or algorithm to rank alternatives based on them. 
We will review one of the simplest methods: the scoring model.

Ranking Criteria with the Scoring Model
The scoring model is a relatively easy method for identifying the best alterna-
tive in a multi-criteria decision problem. Here is how it works:

1.	 Identify your decision-making criteria. This occurs during the identifi-
cation of the project objectives (see chapter 9).

2.	 Assign a weight for each criterion, which is its relative importance in 
relation to the other criteria. An example is shown in table 19-1.

Table 19-1. Decision-Making Criteria and Their Relative Weights

Criterion Importance Weight

1 Cost Very important 10

2 Quality Very important 10

3 Safety Very important 10

4 Low maintenance Important 6

5 Community relationship Not very important 3

6 Customer satisfaction Not very important 3
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3.	 Assign a rating to each criterion that shows how well each decision 
alterative satisfies the criterion.

4.	 Compute the score for each alternative. The example is shown in 
table 19-2.

In this example, alternative A has highest score and should be selected.
A major flaw with this method should be obvious right away: weights for 

different criteria, as well as ratings, are highly subjective. In table 19-2, why, for 
example, does “cost” have a rank of 10 and “customer satisfaction” a rank of 3? 
These weights actually reflect an organization’s decision policy, which is usu-
ally well established long before a ranking is done, and the selection of criteria 
and assigning of weights for all portfolios or projects is based upon that policy. 
The selection of criteria and assignment of weights can be the responsibility of 
a panel of experts that coordinates the decision analysis process while taking 
into account the organization’s decision policies.

David Skinner (2009) recommends using a radar chart to visualize differ
ent strategies against multiple objectives. When you select multiple objectives 
and rank different strategies based on these objectives, you can display them 
on a chart similar to figure 19-1. The only limitation is that in this example the 
criteria have been assigned the same weight.

Advanced Methods of Multi-Criteria Decision-Making
If you can take only one key point away from this chapter, it is that the roots of 
many problems, such as global warming, lie in our inability to balance differ
ent objectives in our decision-making processes. A critical mistake that many 
project managers make is to base their decisions on a single criterion—usually 

Table 19-2. Score Calculation for Two Alternatives

Alternative A Alternative B

Criterion Weight Rating Score Rating Score

1 Cost 10 0.5 0.5 × 10=5.0 0.1 0.1 × 10=1.0

2 Quality 10 0.5 0.5 × 10=5.0 1.0 1.0 × 10=10.0

3 Safety 10 1.0 1.0 × 10=10.0 0.8 0.8 × 10=8.0

4 Low maintenance 6 0.2 6 × 0.2 = 1.2 0.2 6 × 0.2 = 1.2

5 Community relationship 3 0.5 3 × 0.5 = 1.5 0.5 3 × 0.5 = 1.5

6 Customer satisfaction 3 1.0 1.0 × 3=3.0 0.8 0.8 × 3=2.4

Total Score 25.7 24.1
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money—and then select the alternative that is the cheapest or has the most rev-
enue potential.

In most cases, the simple scoring method and the radar chart will provide 
good solutions for problems involving multiple criteria. However, if you are deal-
ing with large and complex projects, we strongly recommend that you engage 
the services of an independent consultant. Consultants have experience with 
many tools and methodologies to deal with multi-criteria decision-making. We 
include a list of these methods with references in appendix D.

20 40 60 80 100

Alternative A

Alternative B

Cost Safety

Customer satisfaction

Low maintenance

Community relationship

Quality

Figure 19-1. Radar Chart Used to Compare Strategies against Multiple Objectives

•	 Many issues in project management are complex because they involve the 
selection of alternatives based on multiple and often conflicting criteria.

•	 People use simplified mental strategies when they make choices. Among these 
strategies are the recognition heuristic, the lexicographic heuristic, and the 
elimination-by-aspect heuristic.

•	 Using a single decision-making criterion, such as a monetary equivalent, can 
unwittingly cause some good project alternatives to be eliminated.

•	 Decision analysis methods, such as the scoring model, can help us select 
alternatives based on multiple criteria.
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C.	 The total weight of the processed carcass, minus by-products that could 
not be sold

The price per pound for B is greater than that for A, and for C is greater than that 
for B. The problem is, the woman had to make her choice before the cow was 
slaughtered. If she chose to kill the cow, she would get a higher price per unit of 
weight, but would this be more or less than what she would receive for the live 
cow? If she decided to kill the cow first, she would be faced with the same type of 
decision when choosing between options B and C. However, she would be con-
strained by the fact that once she decided to forgo option A, her options would 
then be limited to B and C. In other words, the decision to kill the cow is irrevo-
cable. We are not experts in the cow-killing business, but we feel fairly confident 
in saying that trying to resurrect a cow would not be a trivial process.

The old lady had the difficult task of estimating whether the cow would be worth 
more dead or alive. Lacking any real data, she had to gamble. “Kill the cow,” she 
said. And she won: the dead cow was worth more than the live one. She also went 
on to guess correctly when she agreed to the further processing of the cow. As a 
result, she got the maximum possible price for her cow. The legend doesn’t tell us 
if she used her newfound money to buy milk.

We do not recommend that you gamble with your projects—it is a bad idea, even 
though a lot of project managers routinely do it. But what if your original decision 
happened to be wrong? How much would it cost to go back and salvage the proj
ect? (That is, how much would it cost to bring your dead cow back to life?)

When you are performing a decision analysis, we recommend that you 
consider the cost of decision reversal, meaning the cost associated with all the 
expenses related to a wrong decision. In theory, the cost of a decision reversion 
can be between zero and infinity for an irrevocable decision like killing a cow 
(figure 20-1).
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Figure 20-1. Cost of Decision Reversal
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•	 Scenario 2. There is one 60-day task with the same risk, “change of 
requirements,” but with a probability of 60%. If the risk occurs, the task 
will have to be restarted. This will require only one strategic decision, 
which will be strictly followed during the course of the project.

Which scenario will be completed first? An answer to these types of ques-
tions requires quantitative analysis. In this case, we will use Event chain meth-
odology for the analysis. The original project schedule is shown on the event 
chain diagram as white bars. The project schedule with risks has gray bars. 
Table 20-1 shows the results of the analysis.

As you can see, the project scenario with the three 20-day tasks will be com-
pleted, on average, 17% faster than the project scenario with one large task. More-
over, if the risk “change of requirements” is most likely to occur at the end of the 
task, the difference between the two scenarios will be even more significant. 
In addition, the second scenario is also much riskier, because the range between 
low and high estimates of duration is much larger than that for the first scenario.

What this means is that projects with risks can be completed earlier if they 
are done iteratively. The iterative approach ensures faster feedback, which can be 
a result of testing, prototyping, demonstration to the client, and so on. Through 
this process, we can learn from actual experience and can then apply this learn-
ing to the next stage or iteration of the project.

PRINCIPLE 4: SUPPORT CREATIVE BUSINESS ENVIRONMENTS
If during a project you receive new 
information, you should be able to 
use it to steer the project in the right 
direction. At the same time, you do 
not want to create chaos by making 
frequent U-turns as a response to small requests or small changes in the busi-
ness environment.

Constraint learning and improvements 
can be implemented only in a creative 
business environment.

Risk
20%

Risk
20%

Risk
20%

Risk
60%

Scenario 1

Scenario 2

Figure 20-2. Quantitative Analysis of Two Project Scenarios
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Unfortunately, many organizations are not able to strike a balance between 
their ability to improve projects by using actual project information and their 
change-control process. Often, the change-control process is so vigorous that it 
suppresses any creative decision-making. For such organizations, the main prob
lem is that necessary corrective actions will not be taken because of orga
nizational pressure. If this is an issue, you will not be able to resolve it without 
major improvements occurring in the organization’s culture.

PRINCIPLE 5: IDENTIFY AND FIX PROBLEMS EARLY (AVOIDING 
BEHAVIORAL TRAPS)
Suppose that during the project planning stage we made certain decisions that 
have been proven to be wrong during the execution of the project. However, we 
are reluctant to make necessary changes.

The longer we continue with an incorrect course of action, the more diffi-
cult it will be to reverse the course of action. This phenomenon has several dif
ferent explanations, including technical and organizational. One of the most 
common explanations is related to behavioral traps. For example, the more 
money we invest in a failing project, the more money may be lost. This is the 
sunk-cost effect, which we discussed in chapter 2. The longer we continue to de-
velop a software application with an unfriendly user interface, the more we get 
accustomed to it, and the more difficult it is to create a new interface. There-
fore, it is very important to identify problems as soon as possible, perform an 
analysis, and try to fix them.

Table 20-1. Results of Quantitative Analysis: Duration of Project in Days

Risk most likely occurs 
at the end of the activity 
(triangular distribution 

for moment of risk)

Risk most likely occurs at 
the end of the activity 

(triangular distribution 
for moment of risk)

Risk Risk

Low 
Estimate 

(P10)

Mean High 
Estimate 

(P90)

Low 
Estimate 

(P10)

Mean High 
Estimate 

(P90)

Scenario 1: 3 tasks, 
20 days each

60 68 80 60 66 78

Scenario 2: 1 task, 
60 days

60 84 115 60 78 110
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In any project there is a chance of failure or a major risk event that can 
significantly affect it. However, if the probability is deemed small, the project 
will proceed with risk mitigation in place. Risk mitigation does not mean that 
the risk will be completely removed, only that the probability of the risk’s
occurring and its potential impact will be reduced. Let’s assume that an event
occurred and caused major problems. In the aftermath of this event, manage-
ment will believe that the wrong decision was made. But this is not neces
sarily true, for the decision could have been correct as long as decision
analysis was performed using the most comprehensive information available
at the time.

Situations are much more difficult when an unpredicted risk event occurs. 
Generally, these events were not foreseen because there was incomplete or im-
perfect data to perform an analysis. However, once an event has occurred, it is 
impossible to erase any knowledge of the event and to reconstruct the mental 
processes that occurred before the event.

During the decision process, a lot of irrelevant information must be sorted 
through (Wohlstetter 1962). Do you recall the movie Tora! Tora! Tora!, which

Figure 21-1. Flooding in Northwest New Orleans and Metairie 
after Hurricane Katrina (Credit: U.S. Coast Guard, 2005)
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reactor would be built at Cadarache, in the south of France, with the 
first plasma ITER reactors planned to be online at the end of 2016. Cost 
estimates made in 2015 were approximately $15 billion, and today the 
first plasma reactor is expected to be operating in 2025.

Often, when engineers are unable to solve a technical problem, they say that 
the technology is “not mature.” What does that mean? It means that they have 
not spent enough time and resources to solve the problem.

Because we global citizens, wherever we live, are always faced with scarce 
resources, where can we find the additional ways to solve these problems? Per-
haps the solution to scarce resources lies in a more efficient use of the resources 
we do have. One way to do that is to use data analysis, along with better man-
agement practices. Decision analysis is one of such technologies. In particular:

•	 Good decision analysis processes can reduce the burden of wrong 
decisions and allow us to spend resources more efficiently, and also to 
improve organizational performance.

•	 Changes in corporate culture and the elimination of FES (Frustrated 
Employee Syndrome) will reduce the inefficient allocation of resources 
and increase productivity.

In conclusion, while resources will always be limited, we exacerbate resource 
scarcity through poor decision-making. If decision-makers throughout business 
and government can learn and practice proper decision analysis processes, that 
alone will lead to a major acceleration in technological innovation and productivity.

Figure Concl. Aerial View of ITER Site in 2018 (Credit: Oak Ridge  
National Laboratory, 2018)



Appendix A: 
Risk and Decision Analysis 
Software

The following risk and decision analysis software products widely used in proj
ect management can help you implement the processes described in this book. 
Please note that we did not perform detailed evaluations of each software and 
therefore cannot make specific recommendations. Each product has its unique 
set of the features, and every customer has its unique set of requirements. We 
also do not guarantee that this list is comprehensive, as we did not include all 
available software.

All software within a category is listed in alphabetical order.

Quantitative Project Risk Analysis Software

Software Company Comment

1 Deltek 
Acumen Risk 

Deltek  
www​.deltek​.com

Monte Carlo cost and schedule risk 
analysis; includes risk register and 
integration with other scheduling 
software

2 Full Monte Barbecana  
www​.barbecana​.com

Monte Carlo cost and schedule risk 
analysis for Microsoft Project and 
Oracle® Primavera

3 Primavera 
Risk Analysis

Oracle  
www​.oracle​.com

Monte Carlo cost and schedule risk 
analysis for OraclePrimavera

4 RiskyProject Intaver Institute  
www​.intaver​.com

Monte Carlo risk analysis; includes 
advanced risk register and integra-
tion with other scheduling software

(cont.)
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Enterprise Risk Management Software

Software Company Comment

5 Safran Risk Safran  
www​.safran​.com

Monte Carlo cost and schedule risk 
analysis; includes risk register and 
integration with other scheduling 
software

6 Tamara Vose Software  
www​.vosesoftware​.com

Monte Carlo cost and schedule risk 
analysis

(continued)

Software Company Comment

1 Active Risk Sword Active Risk  
www​.sword​-activerisk​.com

Comprehensive enterprise risk 
management focused on project 
risk management

2 BWISE Bwise  
www​.bwise​.com

General purpose enterprise risk 
management

3 Enablon Wolters Kluwer  
www​.enablon​.com

General purpose enterprise risk 
management

4 ETQ Enterprise 
Risk Management

ETQ  
www​.etq​.com

General purpose enterprise risk 
management

5 Intelex Enterprise 
Risk Management

Intelex  
www​.intelex​.com

General purpose enterprise risk 
management

6 IRIS Intelligence IRIS Intelligence  
www​.irisintelligence​.com

Enterprise risk management 
focused on project risk manage-
ment

7 LogicManager  
Enterprise Risk 
Management

LogicManager  
www​.logicmanager​.com

General purpose enterprise risk 
management

8 MetricStream 
Enterprise Risk 
Management

MetricStream www​
.metricstream​.com

General purpose enterprise risk 
management

9 Resolver  
Enterprise Risk 
Management

Resolver  
www​.resolver​.com

General purpose enterprise risk 
management

10 RiskyProject 
Enterprise

Intaver Institute  
www​.intaver​.com

Enterprise project risk manage-
ment; includes project schedul-
ing, plus advanced quantitative 
and qualitative risk analysis
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Other Decision and Risk Analysis Software  
Used in Project Management

Software Company Comment

1 @RISK Palisade  
www​.palisade​.com

Monte Carlo simulation to 
Microsoft® Excel. Can be 
used for project manage-
ment, as well

2 Analytica Lumina Decision Systems  
www​.lumina​.com

Visual tool for creating, 
analyzing, and communi-
cating decision models; 
created using influence 
diagrams.

3 CrystalBall Oracle  
www​.oracle​.com

Monte Carlo simulation 
software for Excel

4 Decision Frameware Decision Frameworks  
www​.decisionframeworks​.com

Set of decision analysis 
software tools

5 DPL Syncopation Software  
www​.syncopation​.com

Desktop tool for decisions; 
includes influence dia-
grams, decision tree 
analysis, Monte Carlo 
simulation, and sensitivity 
analysis

6 SmartOrg www​.smartorg​.com Modeling, evaluating, 
forecasting, and managing 
the business opportunities 
in projects and portfolios

7 TreeAge TreeAge Software  
www​.treeage​.com

Decision tree and influence 
diagram, sensitivity 
analysis, Bayes’s revision, 
Monte Carlo simulation, 
and multi-attribute analysis

Microsoft® is a registered trademark of the Microsoft Corporation in the United States and/or other 
countries. Oracle® is a registered trademark of Oracle Corporation. All other names and trademarks are 
the property of their respective owners.



Appendix B: 
Heuristics and Biases in  
Project Management

The following is not a comprehensive list, although it does include the most rel-
evant heuristics and biases that apply to project management. Some psycho-
logical effects mentioned in this book, such as the creativity block, are not 
included, to avoid repetition. If you glance through the list from time to time, 
that will refresh your memory and give you some ideas about how you should 
think while you manage your projects.

The discipline of psychology helps us look at our actions from a fresh point 
of view. When we showed this list to managers who were not familiar with cog-
nitive biases, most recognized the mental pitfalls that had tripped them up in 
the past. We hope this list will help you avoid some of these pitfalls.

It is difficult to come up with definitive classifications for heuristics and biases 
in project management. Many biases are related to each other and may affect our 
behavior in various ways. Nevertheless, we have grouped all the biases into a few 
logical categories. Within each category, the biases are presented in alphabetical 
order. Note that a few fundamental psychological concepts, such as selection per-
ception, and some heuristics have a number of biases associated with them.

Behavioral Biases and Biases Related  
to Perception
Ascription of Causality—The tendency to ascribe causation even when the evi-
dence suggests only correlation. Managers may think that a project succeeded 
because they created and managed a risk list. Correlations between a project’s 
success rate and the presence of a risk list are not enough to conclude that a risk 
list led to the positive result.

Bias Blind Spot—The tendency not to see your own cognitive biases (Pronin 
et al. 2002). Even if people know their own cognitive biases, they do not invari-
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ably compensate for them. Knowledge of this bias is important for both project 
management training and education.

Biased Covariation Assessment—The tendency not to examine all the possible 
outcomes when making a judgment regarding a correlation or an association. We 
may focus on only one or two possibilities, while ignoring the rest. This bias af-
fects a project manager’s ability to analyze correlation and causation in a 
project.

Choice-Supportive Bias—The tendency to remember positive attributes as 
having been part of the chosen option rather than of the rejected option. For 
example, research participants were asked to make a choice between two op-
tions. Later, in a memory test, participants were given a list of positive and neg-
ative features. Positive features were more likely to be attributed to the chosen 
option, while negative features were more likely to be attributed to the rejected 
option (Mather and Johnson 2000). This bias is related to the selection of proj
ect alternatives and reviews of the results of decision analysis.

Congruence Bias—A bias that occurs as a result of a decision-maker’s reliance 
on direct testing of a given hypothesis while neglecting indirect testing. Ham-
pered by this bias, decision-makers are often unable to consider alternative 
hypotheses. This bias is related to generation and evaluation of creative project 
alternatives.

Elimination-by-Aspect Heuristic—A heuristic in which people eliminate a 
potential choice from a plurality of choices if it does not satisfy certain condi-
tions (Tversky 1972). It manifests itself when project managers select project 
alternatives based on multiple criteria.

Escalating Commitment—The tendency to invest resources in failing projects 
with a very small chance of recovery (McCray et al. 2002). This behavioral trap 
is related to the sunk-cost effect.

Experiential Limitations—Inability or unwillingness to look beyond the 
scope of past experiences or rejection of the unfamiliar. This bias serves as a cre-
ativity block that occurs when project managers may discard good ideas 
because they do not fit into a familiar pattern.

Failure to Consider Alternatives—A tendency to evaluate and consider only a 
single course of action. It occurs when project managers attempt to reduce efforts 
during the evaluation of alternatives. It is often the result of sufficient informa-
tion about one particular suggested course of action along with insufficient in-
formation about alternatives. This bias is related to the congruence bias.

Focusing Effect—A bias that occurs when decision-makers place too much 
importance on a single aspect of an event or process. For example, a software 
project manager believes the software’s quality is associated only with the 
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number of software defects. In reality, though, the notion of software quality, 
along with the quality of the software code, involves the quality of the docu-
mentation, user interface, packaging, and support.

Hyperbolic Discounting—The tendency to prefer smaller payoffs to larger 
ones when the smaller payoffs come sooner in time than the larger. For instance, a 
project manager may prefer a $500,000 NPV project now to one with a $1 million 
NPV several years from now. However, given the choice of the same $500,000 
NPV project five years from now and the $1 million NPV six years from now, 
most project managers would choose $1 million in six years.

Illusion of Control—The tendency of decision-makers to believe they can con-
trol or influence outcomes over which they in fact have no influence. For exam-
ple, when rolling dice in craps, people tend to throw stronger for high numbers 
and softer for low numbers. Similarly, sometimes project managers plan proj
ects under the assumption that they can control most processes, which in real
ity they cannot.

Impact Bias—The tendency of a decision-maker to believe that if a negative 
event occurs, it takes longer to recover emotionally from the event than it 
actually does. In project management this is related to the analysis of risk 
impacts.

Inconsistency—The inability or unwillingness to apply the same decision cri-
teria in similar situations. Consistency is one of the fundamental principles of 
the project decision analysis process.

Inertia—An unwillingness to change thought patterns that we have used in 
the past, when faced with new circumstances. Project managers often follow 
the same practices in a new environment, such as project size, industry, orga
nizational structure, and so on. In many cases, this can be inappropriate and 
may lead to problems.

Information Bias—The tendency to seek information even when it cannot 
possibly affect a decision. In organizations, management sometimes requires 
more reports and analysis than strictly necessary. Value-of-information analy
sis will help to mitigate a negative effect of this bias.

Invisible Correlations—The inability to see correlations because they are not 
expected to be related. In project management, this inability is often related to 
a correlation between an individual’s motivation, beliefs, experience, and prefer-
ences and the ultimate project results.

Lexicographic Heuristic—The tendency of people to apply the following pro
cess to make a choice between alternatives strategies: (a) rank the order attri-
butes; (b) select the option rated highest on the most important attribute; (c) if 
a tie, go to the next attribute (Tversky 1969). This heuristic is called lexico-
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graphic because a similar algorithm is used to order words in dictionaries. The 
heuristic manifests itself when project managers select project alternatives based 
on multiple criteria.

Omission Bias—The tendency to judge potentially harmful actions as worse than 
equally harmful inactions (omissions). Project managers may believe that new 
product development is riskier than continuing to maintain an existing product 
that is losing sales, even if the costs of both project alternatives are the same.

Outcome Bias—The tendency to evaluate a decision by its final outcome in-
stead of the quality of the decision at the time it was made. If a decision results 
in a negative outcome, this does not mean that decision was wrong, because the 
decision was made based on the best possible information at the time. This bias 
manifests itself in the review of project decisions.

Planning Fallacy—The tendency to underestimate the duration of project ac-
tivities. Project managers may eliminate factors that they perceive are not related 
to the project. Moreover, they may discount multiple improbable high-impact 
risks because each one is so unlikely to happen. The planning fallacy is one of the 
fundamental biases related to estimations in project management.

Post-Purchase Rationalization—A bias that occurs when people have invested 
a lot of time, money, or effort in something and try to convince themselves that 
the expenditure must have been worth it. It may affect the analysis of projects 
during reviews.

Prospect-Theory-Related Biases:

•	 Endowment Effect—The tendency of decision-makers to place a higher 
value on objects they own than on objects they do not. It explains why 
people rarely exchange a product they have already purchased for a 
better product. It can manifest in project management in choices 
related to replacing existing products, tools, and services (Kahneman 
et al. 1990).

•	 Loss Aversion—The tendency of decision-makers to prefer avoiding 
losses versus acquiring gains. In project management this bias is 
associated with risk aversion and risk tolerance which may occur when 
decision-makers evaluate possible project gains and loses.

•	 Pseudocertainty Effect—The inclination to make risk-averse choices if 
the expected outcome is positive, but to make risk-seeking choices to 
avoid negative outcomes (Tversky and Kahneman 1981; Slovic et al. 
1982). Actual choices can be affected by simply reframing the descrip-
tions of the outcomes. Project managers will prefer to take a risk and 
buy a component if they receive a free unit for every three purchased 
instead of buying all four components with a 25% discount.
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•	 Zero-Risk Bias—The preference for reducing a small risk to zero over a 
greater reduction in a larger risk. Individuals may prefer small benefits 
that are certain to large ones that are uncertain. Project managers 
sometimes prefer to avoid a small risk completely rather than signifi-
cantly mitigate a larger one.

Recognition Heuristic—When making a judgment between two items when 
only one of the items is recognized, the recognized item will be considered to 
have a higher criterion value (Goldstein and Gigerenzer 1999). This heuristic 
manifests itself when project managers select project alternatives based on 
multiple criteria.

Repetition Bias—A willingness to believe what we have been told most often 
and by the greatest number of different sources. Repetition bias is related to the 
exposure-memory effect and can lead to wrong assessments of business situa-
tions in project management.

Selective Perception—The tendency for expectations to affect perception. 
Sometimes selective perception is referred to as “What I see is what I want to 
see.” These are several biases related to selective perception:

•	 Confirmation Bias—The tendency of decision-makers to seek out and 
assign more weight to evidence that confirms a hypothesis, and to 
ignore or give less weight to evidence that could discount the hypoth-
esis. This can lead to statistical errors. This bias is related to estimations 
and evaluations of alternatives in project management.

•	 Disconfirmation Bias—The tendency for decision-makers to extend 
critical scrutiny to information that contradicts their prior beliefs (Lord 
et al. 1979). This bias is also related to the confirmation bias.

•	 Premature Termination of Search for Evidence—The tendency to 
accept the first alternative that looks as if it might work.

•	 Professional Viewpoint Effect—The tendency to look at things accord-
ing to the conventions of a decision-maker’s profession, forgetting any 
broader point of view. For example, project management professionals 
may not fully apply methodologies and tools that originated from 
operations research.

•	 Selective Search of Evidence—The tendency to gather facts that sup-
port certain conclusions while disregarding other facts that support 
different conclusions.

Similarity Heuristic—Relates to how people make judgments based on similar-
ity. Thinking by similarity is one of the fundamental mental strategies of proj
ect managers, who usually analyze project issues by comparing them with 
previously corrected problems. Over time, a project manager’s past experiences 
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will allow his or her use of the similarity heuristic to be highly effective, quickly 
choosing the corrective actions that will likely reveal the problem’s source. Sim-
ilar approaches are used by software programmers, doctors, police investiga-
tors, and other professionals.

Source Credibility Bias—The tendency to reject information if a bias exists 
against the person, organization, or group that is the source of the information. 
The opposite effect is the tendency to accept information uncritically from 
trusted sources. In project management this can lead to a sampling bias, when 
too much faith is placed in certain information while other information is re-
jected (Skinner 2009).

Status Quo Bias—The inclination of decision-makers to prefer that things stay 
relatively the same (Samuelson and Zeckhauser 1988). This bias is similar to 
the omission bias and is related to the endowment effect. It explains why in
effective project management procedures often are not changed and why out-
dated technology is not replaced.

Student Syndrome—The tendency of people to wait until a deadline is near to 
start to fully apply themselves to a task (Goldratt 2002). The bias is named after 
the way many students tend to put off doing their papers until the night before 
they are due. The bias is related to estimation of project activity duration. A 
similar effect is Parkinson’s Law, which states that the demand upon a resource 
always expands to match the supply of the resource (Parkinson 2018). Particu-
larly, work expands to fill the time available for its completion. It is also strongly 
related to procrastination.

Sunk-Cost Effect—The tendency to make a choice considering the cost that has 
already been incurred and cannot be recovered (sunk cost). Sunk costs affect 
the decisions made due to the loss-aversion effect. Sunk costs may cause cost 
overruns and may also lead to investment in a project that now has no value. 
This effect is related to the escalating commitment bias.

Wishful Thinking—The formation of beliefs and decision-making according 
to what might be pleasing to imagine instead of by appealing to evidence or 
applying rationality. For example, a project manager often makes estimates based 
on positive results he or she wants to achieve instead of what is possible to achieve. 
Wishful thinking is related to the optimism bias.

Biases in Estimation of Probability and Belief
Ambiguity Effect—The tendency to prefer options with known probabilities and 
to avoid options in which missing information makes the probability seem un-
known. In project management is it important to collect information for all se-
lected alternatives.
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Anchoring Heuristic—The tendency to rely on one trait or piece of informa-
tion when making decisions. The following are biases related to the anchoring 
heuristic:

•	 Insufficient Adjustment—The tendency of decision-makers to “anchor” 
on a current value and make insufficient adjustments for future effects. 
In project management this bias often manifests itself in the estimation 
of uncertainties. A project manager frequently does not allow for suffi-
cient adjustment after making three-point estimates of an activity’s 
duration or cost.

•	 Overconfidence in Estimation of Probabilities—A tendency to 
provide overly optimistic estimates of uncertain events. Decision-
makers tend to set the ranges of probability too low and to remain 
overconfident that these ranges will include true values. Overconfi-
dence is most likely after a series of project successes, and it can lead to 
risk-taking.

•	 Overestimating the Probability of Conjunctive Events—If an event is 
composed of a number of elementary events, the probability of the 
elementary events should be multiplied to come up with the probability 
of a main event. For example, say the probability of task completion is 
80%. If the project consists of three tasks, the probability of project 
completion will be (0.8 × 0.8 × 0.8), or 51.2%. People tend to overesti-
mate the probability of the main event because the probability of 
elementary events serves as an anchor.

Availability Heuristic—The tendency to make judgments about the probabil-
ity of events’ occurring by how easily these events are brought to mind. The 
following are biases related to the availability heuristic:

•	 Illusory Correlations—The tendency to overestimate the frequency 
with which two events occur together. In project management the bias 
manifests itself in the analysis of relationships between two or more 
parameters—for example, whether the geographic location of a supplier 
is related to the quality of its products.

•	 Vividness—The tendency of people to recall events that are unusual or 
rare, vivid, or associated with other events such as major issues, suc-
cesses, or failures. As a result, assessment of probabilities for project 
risks can be wrong.

Optimism Bias—The tendency to be overly optimistic about the outcome of 
planned actions. This bias manifests itself in project planning and forecasting. 
Project managers often overestimate the probability of successful project com-
pletion and underestimate the probability of negative events. The optimism bias 
is also related to wishful thinking.
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Representativeness Heuristic—A heuristic according to which people esti-
mate probability by judging how representative the object, person, or event is 
of a certain category, group, or process. The following are biases related to the 
representativeness heuristic:

•	 Conjunction Fallacy—An unwanted appeal to more detailed scenarios. 
This fallacy can lead to a “preference for details.” If, for example, a 
project manager must select one project from a number of proposals, he 
or she may tend to pick those proposals with the most detail, even 
though they may not have the best chance of success.

•	 Gambler’s Fallacy—The belief that a successful outcome is due after a 
run of bad luck (Tversky and Kahneman 1971). In project management, 
corrective actions as a response to certain issues and problems are often 
not taken because project managers believe that the situation will 
improve itself.

•	 Ignoring Base-Rate Frequencies—The tendency of people to ignore 
prior statistical information (base-rate frequencies) when making 
assessments about probabilities. In project management this bias can 
manifest itself in the estimation of probabilities and forecasting. 
For example, what is the probability that a new component from a 
supplier is defective? Project managers can make estimates based on 
recent testing where most components were defective. However, they 
may ignore the fact that historically 99% of the components from this 
supplier have been problem-free.

•	 Ignoring Regression to Mean—The tendency to expect extreme events 
to be followed by similar extreme events. In reality, extreme events 
most likely will be followed either by an extreme in the opposite way or 
by an average event. Project managers should not expect extraordinary 
performances from a team or individuals for every project because of 
the regression to mean, or the tendency to be average.

Memory Biases and Effects
Context Effect—Memory is dependent on context of the environment. Out-of-
context memories are more difficult to retrieve than in-context memories. For 
example, the recall time and accuracy for a project-related memory will be lower 
when a manager is at home, and vice versa.

Exposure Effect—People can express an undue liking for things merely be-
cause they are familiar with them. The more often we read about a certain 
method or principle, the more we like it. This effect is used in the advertise-
ment industry. For example, a project manager may like certain project man-
agement software just because it is advertised more often in an industry 
journal.
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False Memory—A memory of an event that did not happen or a distortion of 
an event that did occur, as influenced by externally corroborated facts. Often, 
project managers simply forget important information and lessons learned.

Generation Effect—People will recall information better if it is generated 
rather than simply read. If a project manager experienced a certain issue and 
actually dealt with it, he or she will remember it better than if he or she merely 
read about it. The generation effect can be a strategy for learning.

Hindsight Bias (the “I Knew It All Along” effect)—The tendency to see past 
events as being more predictable than they actually were. The possible explana-
tion of this bias is that events that actually occur are easier to recall than possi
ble outcomes that did not occur. This bias manifests in the review of project 
decisions.

Misinformation Effect—A memory bias that occurs when misinformation af-
fects people’s reports of their own memory. If people read an inaccurate report 
about a project and are asked to recall their own experience about the project, 
the report will distort their memory about the project (Roediger et al. 2001).

Peak-End Rule—The heuristic according to which people judge their past 
experiences almost entirely on how they were experienced at their peak 
(pleasant or unpleasant) and how they ended. Other information is discarded, 
including net pleasantness or unpleasantness and how long the experience 
lasted. In project management this heuristic is important in project reviews 
because project stakeholders may not remember all necessary project details 
(Kahneman et al. 1999).

Picture Superiority Effect—Concepts and ideas are more likely to be remem-
bered if they are presented as images rather than as words (Paivio 1971; 2006). 
This effect is important for presentation and interpretation of project informa-
tion, as for example in the results of project decision analysis.

Zeigarnik Effect—Project managers may remember tasks in progress better 
than recently completed ones (Zeigarnik 1967).

Social and Group Biases
Attribution Biases—Biases that affect attribution, or the way we determine who 
or what was responsible for an event or action. Understanding of attribution bi-
ases is important for project human resource management. Attribution biases 
include:

•	 Egocentric Bias—The tendency of people to claim more responsibility 
for the results of a joint action than an outside observer would.

•	 False Consensus Effect—The tendency of decision-makers to overesti-
mate the degree to which others agree with them. If members of a 
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group reach a consensus and it is not disputed, they tend to believe that 
everybody thinks the same way. Therefore, if nobody expresses a 
contrary opinion in a team meeting, project managers will believe that 
everybody agrees on the course of action.

•	 Fundamental Attribution Error (also called the Correspondence Bias 
or Overattribution Effect)—The tendency of people to overemphasize 
personality-based explanations for behaviors observed in others while 
underemphasizing the role and power of situational influences on the 
same behavior. People tend to judge what a person does based more on 
what “kind” of person he or she is than on the social and environmen-
tal forces at work on that person.

•	 Outgroup Homogeneity Bias—People see members of their own group 
as being relatively more varied than members of other groups.

•	 Self-Fulfilling Prophecy—A prediction that, once made, actually 
causes itself to become true. In other words, a false statement may lead 
people to take actions that will ultimately result in fulfillment of the 
prophecy. For example, a project manager expresses a concern that 
resources are not sufficient for the project. When resources are not 
given to him, he perceives all problems with the project as a result of 
limited resources. In J. K. Rowling’s novel Harry Potter and the Order of 
the Phoenix, a prophecy was made shortly before Harry’s birth that the 
one with the power to destroy Voldemort would be born shortly. To 
protect himself, Voldemort attempted to kill Harry while he was an 
infant, but his curse backfired on him, transferring some of his powers 
to Harry. In fact, this power transfer is a response to the prophecy. The 
prophecy was only “true” because Voldemort believed it.

•	 Self-Serving Bias—The tendency to claim responsibility for successes 
rather than failures. The self-serving bias results in the better-than-
average effect and also in overconfidence. For example, project manag
ers of a successfully completed project might say, “I did it because I am 
highly experienced.” Project managers of a failed project might say, 
“The clients did not provide good specifications, and we did not have 
the necessary resources.”

•	 Trait-Ascription Bias—The tendency of people to view themselves as 
relatively variable in terms of emotion, personality, and behavior while 
viewing others as much more predictable. This may be because people 
are able to observe and understand themselves better than others. This 
bias may lead to stereotypes and prejudice. The bias manifests itself in 
project team communication. This bias is similar to outgroup homoge-
neity bias on the group level.

Bandwagon Effect (Groupthink)—The tendency to do (or believe) things 
because many other people do (or believe) the same. The effect manifests itself 
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in project teams when project managers and team members feel reluctant to ex-
press different points of view.

Ingroup Bias—The tendency of people to give preferential treatment to 
people they perceive to be members of their own groups, even if the group they 
share is random or arbitrary (such as having the same birthday). Ingroup bias 
is an important factor related to communication within project teams.

Polarization Effect—The tendency for group discussions to lead to amplified 
preferences or inclinations of group members. If a project team member already 
has an opinion about a certain issue (e.g., new product design), as a result of the 
meeting he or she may hold a much stronger opinion about this issue. People 
on both sides can move farther apart, or polarize, when they are presented 
with the same mixed evidence.



Appendix C: 
Risk Templates

Generic Risk Template #1
This is the basic set of risks in this Risk Breakdown Structure, adopted from the 
PMBOK Guide (Project Management Institute 2018). We recommend using as a 
very generic risk template when you identify risks in all types of projects.

Risk Examined
Technical

  Requirements ☐

  Technology ☐

  Complexity and interfaces ☐

  Performance and reliability ☐

  Quality ☐

  Safety ☐

External

  Subcontractor ☐

  Components ☐

  Legal and regulatory environment ☐

  Market ☐

  Customer relationship ☐

  Site specific issues ☐

  Weather and other environmental factors ☐

Organizational

  Project dependencies ☐

(cont.)
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Risk Examined

Resources

  Personnel resources ☐

  Material resources ☐

  Funding ☐

  Prioritization ☐

Project Management

  Estimating ☐

  Planning ☐

  Controlling ☐

  Communication ☐

(continued)

Generic Risk Template #2
Here is another generic risk template, which has separate external and internal 
issues. It can be useful for construction projects where external issues play very 
big role.

Risk Examined

External

  Environment

    Weather ☐

    Natural environment ☐

   � Site specific issues such as facility and infrastructure availability ☐

    Local services and support ☐

    Political environment ☐

    Legal environment ☐

    Community and social environment ☐

    Cultural environment ☐

Market

  Competition ☐

  Demand ☐

(cont.)
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Risk Examined

  Labor conditions such as labor cost and availability ☐

  Material and fuel cost, quality, and availability ☐

  Financial conditions such as interest rates and inflation ☐

  Vendor and supplies availability ☐

  Seasonal and cyclical factors affecting the market ☐

Internal

  Organization ☐

    Organizational culture ☐

    Decision profile including attitude toward risk ☐

    Organizational experience in the project area ☐

    Overall organizational stability, including financial situation ☐

    Organizational structure ☐

    Organizational ownership and management ☐

    Organizational performance related to particular projects ☐

    Public relationship ☐

    Labor relationship ☐

  Vendor/Subcontractor Relationship

    Quality of supplies and materials ☐

   � Issues related to delivery, installation, and implementation of 
supplies and materials

☐

    Subcontractor relationship ☐

    Acquisition and procurement process maturity ☐

  Customer Relationship

    Level of requirement definition ☐

    Requirement uncertainties ☐

    Requirement complexity ☐

    Level of customer involvement ☐

(continued)

(cont.)
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Risk Examined

  Technology

    Technology availability and maturity ☐

    Technology limits ☐

    Technology complexity ☐

  Resources (Personnel)

    Personnel skill set ☐

    Personnel performance ☐

    Personnel experience for specific project ☐

    Personnel availability, including availability of business experts ☐

  Project Management

    Project management process maturity ☐

    Project manager experience ☐

    Issues related to project schedule development ☐

    Issues related to estimation of project activities ☐

    Issues related to project scope definition ☐

  Quality and Safety

    Overall quality objectives ☐

    Issues related to quality standards ☐

    Safety policy, standards, and procedures ☐

(continued)

Risk Template for Software Development Project
Here is another risk template, which can be useful for IT related projects, par-
ticularly for the software development projects. Risk categories in this template 
are associated with Rational Unified Process workflows (Kruchten 2003).

Risk Examined

Business Modeling and Requirements

  Clear business objectives ☐

  Requirements gathering ☐

(cont.)
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Risk Examined

  Requirements review ☐

  Requirements changes ☐

  Requirements acceptance ☐

  Contract ☐

Analysis and Design

  Architecture ☐

  Technology capability ☐

  New technology ☐

  Requirements interpretation and analysis ☐

  Design ☐

Implementation

  Coding ☐

  Unit testing ☐

  Integration ☐

  Modification ☐

Quality Control 

  Evaluation ☐

  Testing ☐

  Acceptance testing by the client ☐

Deployment and Maintenance

  Deployment ☐

  Maintenance ☐

  Installation and packaging ☐

  Upgrade and growth ☐

Configuration and Change Management

  Configuration management, including build process ☐

  Change management process ☐

  Changing scope or objectives ☐

(continued)

(cont.)
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Risk Examined

Project Management

  Project management process maturity ☐

  Senior management commitment ☐

  Client involvement ☐

  Technical performance ☐

  Cost management ☐

Environment

  Development environment

    Software and tools ☐

    Hardware ☐

  Organizational environment

    Management skills ☐

    Organizational stability ☐

    Organizational experience in the particular project ☐

    External relationship ☐

    Subcontracting and outsourcing ☐

  Resources

    Resource availability ☐

    Resource usage ☐

    Resource performance ☐

    Resource turnover ☐

  Other environment

    Natural environment ☐

    Site specific issues such facility and infrastructure availability ☐

    Political and legal environment ☐

    Community, cultural, and social environment ☐

(continued)



Appendix D: 
Multi-Criteria Decision-Making 
Methodologies

This appendix lists some methods for multi-criteria decision-making that can 
be useful in project and portfolio management. These methods are employed 
mostly for selecting projects within a portfolio, as well as for making impor
tant project decisions. Each of these methods has its own strengths and weak-
nesses (see Linkov et al. 2006a).

Selecting methodologies and tools for multi-criteria decision-making should 
be part of the decision analysis process within your organization. It would be 
better to use this approach for many problems within a portfolio rather than 
for one particular problem. A number of off-the-shelf software tools can be used 
for the various methods. In particular, some methodologies are implemented 
as part of project portfolio management software.
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Method Short Description References

Analytic Hierarchy 
Process (AHP)

• � Develop a hierarchy that 
includes decision alternatives 
and criteria. 

• � Perform pair-wise comparison 
to establish consistent priorities 
for different criteria. Input data 
for pairwise comparison is an 
expert judgment. 

• � Calculate overall score for 
different alternatives and rank 
them according to score.

Anderson et al. 2015;  
Saaty and Vargas 2014

Goal Programming A linear programming approach to 
multi-criteria decision problems 
whereby the objective function is 
designed to minimize deviation 
from goals

Anderson, et al. 2015;  
Schniederjans 2012

Multi-Attribute 
Utility Theory

1. � Derive single-attribute func-
tions for project parameters, 
such as project duration and 
cost. 

2. � Combine single-attribute 
utility functions to create 
multi-attribute utility function. 

3. � Perform consistency check to 
verify that multi-attribute 
utility function actually 
represents decision-maker’s 
preferences.

Goodwin 2014;  
Keeney and Raiffa 1993

Simple Multi-
Attribute Rating 
Technique 
(SMART)

1. � Construct value trees, which 
represent decision-making 
criteria. 

2. � Define value functions, which 
represent relationships 
between criteria (e.g., project 
cost vs. project value). 

3. � Determine weights for all 
criteria. Compute overall value 
(score) for each alternative. 

4. � Perform sensitivity analysis to 
determine how sensitive value 
is to the selected weights.

Goodwin 2014




